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the mapping cardinality must be one of: YRR
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(i) One-to-one : An entity in A is associ :

at most one entity in B, and .'u e i
3 N s d an

- z(x)ssocnated with at most one enlil;[::llt.x
anne-tlu-r;an?' tAnentityinAjis associaied with

)y number in B. An entity in B is associ :
with at most one entity in A octated
(iii) I:I.a;y-to-one : An entity in A is associated
with at most one entity in B. An entity i Be‘
) associated with any number in A nee
(iv) Many-to-many : Entities in A and B are

associated with any number from each other

(Q.8_ Explain physical and external view of data

—

inB is

A‘ns. Externa] View : In the relational modal, the;qemal
view also presents data as a set of relations. It is tailored to
the needs of a particular category of users. Portions of
stored data should not be seen by some users and begins to
implement a level of security and simplifies the view for
these users. For example, students should not see faculty
salaries, faculty should not see billing or payment data, elc.

Physical View : The physical view describes the
details of how data is stored: files, indices, etc., on the
random access disk system. Italso typically describes the
record layout of files and type of files (hash, b-tree, flat).

Q.9 Differentiate between candidate keys and super
keys.

Ans. Difference between Candidate Keys and Super
Keys '

S.No. Candidate Keys
1. A candidate key is any
set of one or more
columns whose
combined value is
unique through out the
table.

2. Each candidate key is
not called super key
and no component ofa
candidate key is

allowed to be null. —
partial & total

Super Kceys

An attribute, or group
of attributes, that is
sufficient to
distinguish every tuple
in the relation from
every other one.

Each super key is
called a candidate key.

Q.10 Explain the difference between
par:ic{pm‘inu.

—

(_Patabase Management system

S.No.

Ans. Di
Difference between Partial and Total Participation

Partial Participation

Total Participation

participate.

All instances need not

Every entity instance
must be connected
through the
relationship to another
instance of the other
participating entity
types.

line from entity
rectangle to

Represented by single

_relatinnship diamond.

Represented by double
line from entity
rectangle to
relationship diamond.

Q.11 Differentiate between entity and entity sels.

Ans. Difference between Entity and Entity Sets

NS;. Entity Entity Set T
1. |Entities are the Entity sel represents |
people, places, things, |collection of things.
events and concepts  |Example
of interest to an An employee entity set
organization. might represent a
collection of all the
employees that work for
an organization.
2. | Entity can be concrete | Entity set nced not be

like employee, book,
project etc. and can be
abstract or a-concepl.
Example : title, job

disjoint. For example : the
entity set employec (all
employee of bank) and the
entity set customer (all

company etc. customer of the bank) may
have members in
common. J
ParT-B

@hm is E-R model? What are the features of
E-R model? Draw and explain E-R model for

Library Management System.

[RT.U. 2019

Ans.

E-R Model : The entity-relationship (E-R) data
model is basedona perception of areal world that consists
of a collection of basic objects, called entities and of

se objects. AN entity isa

or “object” in the real world that is disnn‘g.ulsh::‘)tlﬁ t‘"r;:;
other objects. For example, each person is an Y
bank accounts can be considered as entities.

Entities arc described in @ database by 23 sctbof
attributes. For example, the attributes account-numaoe
and balance may describe on¢ particular account m)::
bank and they form attributes of the account enuity 5:' r
Similarly, attributes customer-name, L“n.'.'ro,-nerfsrrce
address and customer-city may describe a customer
entity.

An extra attribute custome k .
identify customers (since it may be possible to have 'lwo
customers with the same name, streel address and city).

A unique customer identifier must be assigned (o each
customer. In the United States, many enlerprises usc the
social-security number of a person (a unique number‘the
U.S. government assigns to every person in the United
States) as a customer identifier.

A relationship is an association among several
entities. For example, 2 depositor relationship associates
a customer with each account that she has. The set of all
entities of the same type and the set of all relationships of
the same type are termed an entity set and relationship
set, respectively.

The overall logical structure (schema) of a database
can be expressed graphically by an E-R diagram, which
is built up from the following components -

(i) Rectangles : Which represent entity scts.

(i) Ellipses : Which represent attributes.

(iii) Diamonds : Which represent relationships

among entity sets.

(iv) Lines : Which link attributes to entity sets and

entity sets to relationships.

Each component is labeled with the entity or
relationship that it represents.

As an illustration, consider part of a database banking
system consisting of customers and of the accounts that
these customers have. Figure | shows the corresponding

E-R diagram.

relationships among the

r-id is used 10 uniquely

Fig. I : A simple E-R Diagram
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The E-R diagram indicates that there are two entity
sets, customer and account, with attributes. The diagram
also shows a relationship depositor between customer
and account.

~

In addition to entities and relationships, the E-R model
represents certain constraints to which the contents of 2
database must conform. One important constraint is
mapping cardinalities, which express the number of
entities to which another entity can be associated via a
relationship set. For example - if each account must belong
to only one customer, the E-R model can express that
constraint.

E-R diagrams also provide a way to indicate more
complex constraints on the number of times each entity
participates in relationships in a relationship set. An edge
between an entity set and a binary relationship set can
have an associated minimum and maximum cardinality,
shown in the form /.. A, where [ is the minimum and 4 is
the maximum cardinality. A minimum value of 1 indicates
total participation of the entity set in the relationship set.
A maximum value of | indicates that the entity participates
in at most one relationship, while a maximum value *
indicates no limit.

Note that a label 1..* on an edge is equivalent to a
double line.

For example, consider Figure 2. The edge between
loan and borrower has a cardinality constraint of 1..1,
meaning the minimum and the maximum cardinality both
are 1. That is, each loan must have exactly one associated
customer. The limit 0..* on the edge from customer to
borrower indicates that a customer can have zero or more
loans. Thus, the relationship borrower is one to many from
customer to Joan and further the participation of foan in
borrower is total.

Fig. 2 : Cardinality Limits on Relationship Sets
It is easy to misinterpret the 0.. * on the edge between
customer and borrower and think that the relationship

borrower is many to one from customer to loan-this is

exactly the reverse of the correct interpretation.

If both edges from a binary relationship have a
maximum value of 1, the relationship is one to one. 1f we
had specified a cardinality limit of L. * on the .&mn between
customer and borrower, we would be saying that each
customer must have at least one loan.

E-R Notations :
1. [E] entity set =
[Customer] , [Employee] , [loan] » [branch] » [2ecount]

These are entity-sets.

L

weok .
1Y,
_o::_z_ — Loan payment are weak entity.

Relationship> _, Shows the relationship

4. H <« Show primary set

Customer_id, branch name, account-no. These are
primary keys.

S. U —All the attributes are shown through ellipse.

6. A" — Derived attribute

Fig. 3: E-R Dlagram
The E-R model defi

database. E-R model is a high-level conceptual model for
database design.

nes the conceptual view of a

_not be disjoint.
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Staius of Return @

@ é book_name

Useful in designing Real World Database

An entity can be a real-world object, either animate
or inanimate, that can be easily identifiable. For example,
in a school database, students, teachers, classes, and
courses offered can be considered as entities, All these
entities have some attributes or properties that give them
their identity.

Entities are represented by means of their
properties, called attributes. All attributes have values. For

mxmau._n. a student entity may have name, class, and age
as attributes.

Then we have the notion of
setis a collection of similar typesc
may contain entities with attri
For example, a Students set
of a school; likewise a Teac
teachers of a school from a

entity sets. An entity
pes of entities. An entity set
bute sharing similar values,
may contain ali the students
hers set may contain all the
Il faculties, Entity sets need

It is this important g “entiti
. pect of the entitieg a;
n_ﬂm._”_m: of miﬂ. Eon.m_. .EE make the m::Q-Wa_m:MMm”wa
odel useful in designing Real-World Databases vmowswm
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Ans. File Syste
File System and

File Manageme:

File System is a .ﬂm
easy-to-use system
general files which
less security and c¢
Data Redundancy i
file management s

—_
Data Inconsistency

in file system.

ey S

Centralisation is h;
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User locates Bmlm.._
address of the file,
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Security is low in
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Qil."a‘;;:ffercntmre between file system ang DBM;,
Explain the ternary relationship with a sujtey,
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File System and DBMS

Ans. File System vs DBMS - Difference between

| File Management System

Database Management
System

| K

|File System is a general,
|easy-to-use system to store
|general files which require
|less securitv and constraints,
Data Redundancy is more in
file management system,

|Da1a lnconsis;enc}-ivsﬁbrc

|in file system.

(Centralisation is hard 10 ger
when it comes 1o File
Managemen; § stem,

in File
anagemeny S stem.
File Management System
§tnrcs unstructured dag as
isolated darg fliles/entities.

Database management
system is used when security
constraints are high.

Data Redundancy is less In
database management
System. :
Data [nconsistency is less™?
database management
system. —
Centralisation is achieve
Database Management
System.

In Database Managcmen:]
System, user is unawa;e(iata
is stored. i z
Security is high I Datab®
Management S stem-t
Database Managcmefr‘e
System stores structt

ne
which have well derr:felatian-

constraints and int€

peal =
gmmunication

{ pemembe
f':ages (result codes, errors) as well as forward the
4 ok

uppose we want to keep
degree from which
his with a ternary

ip: S
hip * 2%
'ﬁr}' e Of: which

I son tt
it PECL1g represer
]

| gf w [
o ity lows
il ol
E‘?I{\i:ﬁlih'p f
L

Relationship
nle af Ternary

. Exattp

F,g_ .

of RDBMS.
[R.TU. 2017

rp,’niu architecture
2

o and

BMS : There are five major

jfecture of sed in a typical interaction with

T .
m:mems that are eXerc
f

o

RDBMS:

A0 et Comm
ewith ad

unication Manager : ln order
atabase an application needs to
on with a database over a network,‘ An
blishes a connection with the Client
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Differentiate between DDL ang DML.ir 1, 2016}

Ans. Difference betw
Definition Language (D
the database structure

L ]

Data
used for
examples:

[ ]

®

cen DDL and DML, : Data
DL) statements are used to define
or schema. Some examples;
CREATE: to create objects in the databage
ALTER : alters the structure of the database
DROP : delete objects from the database
TRUNCATE : remove all records from a table,
including all spaces allocated for the records
are removed

COMMENT : add comments to the data
dictionary

RENAME : rename an object
Manipulation Language (DML)statementsare
managing data within schema objccts. Some

SELECT : retrieve data from the database

INSERT : insert data into a table .

UPDATE : updates existing data within a table

DELETE : deletes all records from a table, the
for the records remain ]

SMPE{;SGE : UPSERT operation (insert or update)

hanges
jon control statements manage ¢
mad;rrl:)a;slg?gﬁnstatements. The transaction control
étatements are:

COMMIT

ROLLBACK |

SAVEPOINT

SET

All transaction control

forms of

are supported in PL/SQL.

Sess

properties of a user sessiol
implicitly commit th

TRANSACTION - cept certai

nds,
the COMMIT and ROLEBACK comma

amically manage the

jon control statements dyn o

1. These statements
e current transaction.
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'::i’c Processing) Administration
Scheduling) Transaction and Storage Manager MoLrJ‘tlill?:;:g &
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Managglmcnt. Lock Manager, Loading Service
og Manager) | Bateh Utilities)
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Differential between DDL and DML using syntax

for them. [R.T.U. 20147

OR
Differentiate between DDL and DML.[r. T.U, 2016/

Ans. Difference between DDL and DML : Data
Definition Language (DDL) statements are used to define
the database structure or schema. Some examples:
e CREATE: to create objects in the database
e  ALTER : alters the structure of the database
° DROP : delete objects from the database
e TRUNCATE : remove all records from a table,
* including all spaces allocated for the records
are removed
e COMMENT : add comments to the data
dictionary
e« RENAME : rename an object
Data Manipulation Language (DML) statements are
used for managing data within schema objects. Some
examples:
. SELECT : retrieve data from the database
. SERT : insert data into a table
° ?P DATE : updates existing data within a table
«  DELETE : deletes all records from a table, the
he records remain .
. iz;cf‘{aégztUPSERT operation (insert or update)
Transaction control statements manage chant%i?
made by DML statements. The transaction con

statements are:
COMMIT
ROLLBACK
SAVEPOINT

SET TRANSACTION rtain
All transaction control statements, except certa

mandS,
forms of the COMMIT and ROLEBACK com

are supported in PL/SQL.
Session control stater‘ne
properties of a user session. The

implici i saction.
implicitly commit the current tran

nts dynamicaily manage thi
se statements do no

B, »
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- Q.16 Discuss types of DBMS.
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| Database Management Sysiem}

PL/SQL does not support session control statements. "

The session control statements are:

ALTER SESSION

SET ROLE

* CALL: call a PL/SQL or Java subprogram

»  EXPLAIN PLAN : explain access path to data

* LOCK TABLE : control concurrency

DDL Commands Syntax

The Create Table command
CREATE TABLE [schema.)table

( { column datatype [DEFAULT expr]
[column_constraint] ... | table_constraint}

[, { column datatype [DEFAULT expr]
[column_constraint] ... | table_constraint} ]...)

[AS subquery]
The DROP Command
Syntax:

DROP TABLE <table_name>
Example:

DROP TABLE Student;

It will destroy the table and all data which will be
recorded in it '

DML Command Syntax :

Viewing data in the table (Select Command) :Once
data has been inserted into a table, the next most logical
operation would be to view what has been inserted. The
SELECT SQL verb is used to achieve this.

All rows and all columns
Syntax: SELECT * FROM Table_name;
eg: Select * from Student; It will show all the table
records.
SELECT First_name, DOB FROM STUDENT WHERE
Reg_no="'8101", Cover it by single inverted comma if its
datatype is varchar or char. .

" This Command will show one row. because you have
given condition for only one row and particular records.
If condition which has given in WHERE Clause is true
then records will be fetched otherwise it will show no
records selected.

— — —

[R.TU. 2017/

‘Ans.Types and Classification of Database Management
System : On the basis of data-model, we have five types

of DBMS: 15+ o
“ (1) Relational Database : This is the most popular

data model used in industries. It is based oln the SQL.
They are table oriented which means data is stored in
different access control tables, each has the key field
whose task is to identify each row. The tables or the files

with the data
the row Or It
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34) What is RDBMS? Describe integrity constraints
= in relational data model. [R.T.U. 2013/

Ans. Relational Data Base Management System
(RDBMS) : A relational database consists of a collection
of tables. each having a unique name. A row in a table
represents a relationship among a set of value. A table is
a entity set and row is an entity. Thus a table represents a
collection of relationships.

There is a direct correspondence between the
concept of a table and the mathematical concept of a
relation, from which the relational data model takes its
name.

Basic Structure

Consider the employee table. It has 3 column
headers : emp_ID, emp_Name and salary. If we follows
the terminology of the relational data model, we refer to
these headers as attributes. For each attributes, there is
set of permitted values called the domain of the attribute.
For the attribute emp Name, the domain is the set of all
employee names. Let D, denote the set of all employee
IDs, D, the set ot all employee name and D, the set of all
salary.

Then, any row of employee must consist of a 3-
tuple (V,, V,, V,) where V| is an employee id (i.e. V  is
indomain D) V, is a employee name (i.e. V, is in domain
D,) and V,is a salary (i.e. V| is in domain D,)



{B.Tech. (IV Sem.) C.S. Solved Papcrs]

(DBMS.24)
V,eD,V,eD, V, eD,
In general employee will contain only a subset of

the set of all possible rows. Therefore, employee is a subset
of

DI* D2 9 DJ .
In general atable of n- attributes must be a subset
of

D> D* ... *D *D
X.., D, (all possible rows)

Integrity Constraints

An Integrity constraint is a condition that is enforced
automatically by the DBMS and whose violation prevents
the data from being stored in the database. The DBMS
enforces integrity constraints in that it only permits legal
instances to be stored in the database. The key constraints
and the referential integrity constraints are identified as
the two minimum constraints that must be enforced by
the DBMS.

Constraints can be Defined in Two Ways

1. The constraints can be specified immediately after .

the column definition. This is called column-level
definition.
2. Theconstraints can be specified after all the columns
are defined. This is called table-level definition.
Example of Integrity Constraints
1. No two account can have the same account
number.
2. Anaccount number cannot be null.
(i) Primary Key : Refer to 0.3.
(i) Referential Integrity : Refer to Q.2.
(iii) SQL Not Null Constraint : This constraint ensures
all_rows in the table contain a definite value far the column-
which is specified as not null. Which means a null value is
not allowed.
Syntax to define a not null constraint -
[CONSTRAINT constraint_name] Not Null
(iv) SQL Unique Key : This constraint ensures that a
column or a group of columns in each row have a distinct
value, . :
A columns () can have a null value but the values
cannot be duplicated. '
Syntax to define a unique key at column level :
[CONSTRAINT constraint_name] UNIQUE
Syntax to define a unique key at table level:

\

[CONSTRAINT constraint_name] UNIQUE
(column_name) ' .
(v) SQL Check Constraint : This constraint dfzﬁnes a
business rule on a column. All the rows I‘Y'IIJSI satisfy this
rule. This constraint can be applied for a single column or

a group of columns. .
Syntax to define a check constraint :
[CONSTRAINT .Constraint_name] CHECK

(Condition)

Discuss the various type of keys that are used in
relational model. [R.T.U. Dec.2013]

Ans. Various types of Keys : A key is a single attribute
or a combination of attributes whose values uniquely
identify each tuple in that relation.

In other words, no two entities in an entity set are
allowed to have exactly the same value for all attributes.
A key allows us to identity a set of attributes that are
sufficient to distinguish relationship from each other.

There are various types of keys :

(i) Super Key

(i1) Candidate Key

(iii) Primary Key

(iv) Alternate Key

(v) Foreign Key

We can understand these keys with the help of

following example.

Table : Student

St_Naine [ St_Roll No. | Asdhar No | Sem Email Street | Ciry | Dept No |

Dheer 143 71234369 | Vi Dheer@xyz.com Sitapura | Jaipur 5
i | i i i i i i

Tab(e : Department

Dept No. | Dept Name | HOD Dept_location
5 Cs MK,

1st Floor

—y

_ (i) Super Key : A Super key is a set of one or more
atn.-lbutes that, taken collectively, allow us to identify
uniquely an entity in the entity set,

For example :

; : per key. The St N
IS not a super Key, because severa| student mj gh_t haar::

the same name i.e. In our example (student .
are Super Keys. ( ent table) following

St_RollNo -
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St Roll No, St_Name
StﬂRoll No. City
St RollNo, Sem
St:Naxne
St Name, Sem
St_Name, Email
Si:s\'ame. DeptNo
Email
Aadhar No.

Aadhar No, St Name

Suppose that students from same street having
different names then

Gf S HERHCK |

Street X
St_Name X
St_Name, Street (Vg
St_Name, Street, City o
St_Name, Street, Sem o

(ii) Candidate Key :
candidate keys. -
In our example (studen; table) followin g are candidate

KEVS
S$t_RollNo -
Aadhar Ng |
Emaj) o
‘ And if in oyy system, students from same Street
B2ving different names thep e
<

Minimal superkeys are called -

But these super keys are

n
St_Roll No, St Name X { ate keys

St_Roj; N
s 0. algy, .
sufﬁmem o disﬁiane Iy

- 8uigy,
;{ i:tf“ll\iame, Stregy li
u nc:n:nttcldi'stinguihs
{St_Rol No. o :

.

St_Name, Street, City X

St_RollNo., Email

: . Al
sufficient to djgy k
Inimum attriby

called Candidate ey ang

i.e. A attribute or a ‘set of m
are sufficient to distinguish is
combination of other attributes wit}, these Altribugeg o
not be a candidate key but it would be 3 Super key,

(iii) Primary Key : The candidate key which i eyer
change or really change is choosen as a primga

ry key,
In our example (student table), among four candigy,
keys (St_Roll No, St_Name, Street i
The Aadhar No. never ¢

NO. as a primary key,
- (iv) Alternate Keys : The candidate keys which
are not choosen as primary key are called alternate keys,
In our example, remaining candidate keys St_Name,
Street, Roll No. Email are alternate keys.
(v) Foreign Key : The attribute or set of attributs
which are used tg link two tables are called foreign kc;f.
In our CXample, dept No. is a foreign key which
used to link tab|eg student and department. In departmer
table, dept No. is 5 Primary key but it is not a primary ¥
I-student tab|e.

pad
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role of Triggers in SQL prbgramming.

3 e the [R.T.U. 2019]

e A trigger is a statement that the system
i ] . . .
::;mes’; " omatically as a side effect of a modification
- the database. ,
" Treeers are special type of stored procedures
~ed automatically- when certain events take place.
Tereare different types of triggers for update, for insert
ud for delete. :
Eachtrigger is associated with a single database table.
iggers are parameterless procedure that are triggered
red by the event and not by choice. They cannot have
;f:.-':ﬂnete.rs todesign a trigger mechanism, we must meet
o r?qu:rements. Those are-
b _SPeCifY when a trigger is to be executed. This
Isbroken up into an event that causes the trigger

o be checked angd a condition that must be
Satlsﬂed for trio

ey
ariin

2. Specify : gger execution to proceed.
the actiong .
EXecuteg, to be taken when trigger
0O
‘)\«) Wiy

is fhe g
So17 Meaning of sub-query in terms of

[R.TU. 2019]
’\ﬂs, SQL -3 ————

WW}[}]' sy 0in
HERE Other g

\cla“Se.

*T query or a Nested query is a
QL query and embedded within

. (iii) nperson_raaltle

A SquUery IS us
the main query
to be retrieved.

ed to retyry g,

ta that wj .
85 a condition tq f, " illbe used i

rther restrict the data

-Subqueri-es‘can be

| used with tﬁé SELECT,
,INSE
tjp[;l;f;’l;sE;i l::nd IzELETE Statements along witp Ft{h];
€=,<>,>= <= N BETWEEN
s IN, , etc,

Q3 Consider the relation schemg;

Works(person_name, company_name, salary)
Lives(person_name, street, city)
Located—in(company_'name, city)
Managers(person_name, manager_name)
where manager_name refers to person_name.
Give the relational algebra for the following
queries:

(i) List the names of the persons work for the
company ‘SBC’ along with the cities they li‘ve m
(i) Find the name of the persons tvho live in
the same city and same street as ﬂrfur manager.
(iii) Find the persons whose salaries r_zre mol:e
than the salary of everybody who works J "‘; ;I:I
company ‘SBC’. [RTU

o i [;4(5 _i.SBC..(Works)))

i . (Lives D<I(Oompany_name=

i npcmn_nmc'm%(aljives < Managers) D<(manager_name =

(i) IT rson_name il ‘ﬁlc“).)[ﬁ_hﬁg
. ) nc/\Limstrwl=Liw:£.stmcl ALivescity=LN

Lives2.person_na! ; |

(Lives))) oL (Works

(Works) = (Hwarkspersont E

Works2.salary A\Votks!.compan)__ll

>d (Works.saluryd' < Works2.

pWorksZ(works)))
Py : S,
Q.4 Explain aggregate gperator
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far better. This is because the

validated and optimised  far
me,

an be
Statement g parsed,

ahead ofexeculion ti

Using Parameters, the same stalement can be
executed in varjouys ways,

In this model,

tWo statements are required :
PREPARE and EXECUTE. !

The PREPARE state

ontains the SQL statement to be executed. Whep

‘ Statement jg €Xecuted, the DBMS examines,
Interprets, validates and opti

mises it. It is stored until an
EXECUTE (and not EXECUTE IMMEDIATE)
Statement is encount

ge, the statement ig
actually executed. This approach is

; contrasted with the
earlier (EXECUTE [MMEDIATE) approach in fig,

Execute
Immediate

DBMS examines, interprets,
® validates and executes the

SQL statement

(a) Exccute Immediate Approach

Pr——

DBMS examincs, interprets,
Prepare l::> validates and optimises the
: SQL statement

_—

, DBMS simply exceutes the
Exersie :> statement prepared above

(k) Prepare-Execute Approach

Fig. : Dynamie SQL approaches

M
.7,/ Write SOL queries for Jollowing operations:
(a) Create student registration table and insert
records in it
(b) Update records based on a key.
(c) Display namé and Roll numbers of students
who have scored more than 60% marks,
(d) Delete records and table. IR.TU. 2017}

&)

Ans.(a) Create Student registration table and insert
records in it :

CREATE TABLE Student_Reg
(
RollNo int,
Name Varchar(50),
Course Varchar(10),
Branch Varchar(10),

ment creates an SQL object.

(E;mbase Management .Sg,uste?}l
Score float,
PRIMARY KEY(RolINo)
);
INSERT into Student_Reg
VALUES (1, Alok, B.Tech, CSE, 70.5);
Ans.(b) Update records based on a key
UPDATE Student_Reg
SET Course = 'M.Tech'
WHERE Marks > 70.0;
Ans.(¢) Display name and roll no of students who
have scored more than 60% marks
SELECT RolINo, Name
FROM Student_Reg
- WHERE Marks > 60;
Ans.(d) Delete records and table
//Delete Records
DELETE from Student_Reg
WHERE Marks < 33
//Delete Table
'DROP Student_Rep

Q8 Consider the employee database given below :
- Employee (emp_name, street, city)

Works (emp_name, company name, salary)

Company (compmxy__ name, city)

Manager (emp_name,

Give an expression i

Jollowing queries ;

(Y Modify the database so tha
in New town,

(i) Give all managers
a 10 Percent raise

manager_name)
1 SQL for each of the

t Jones now lives

of first bank cor'poration

(iii) Give all manhgers of First bank corporation
a 10 percent raise unless the sala
grzater than $100,000. In
only a 3 percent raise,

(iv) Find the names of all employees in the
- database who live in the same city as the
company for wihich they work, IRT.U. 2016/

\

ry becomes
such cases give

Ans.(i) update employee
set city="newlown’

where emp_name = ‘jones’;
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i Datab M =
WHERE clause. query with the expression in the (Da N:t-:ic,:“'“geme'“ System } Table 2 : R‘.,c:.f:,if(_){; o
Consi i ' Head
z:rﬂder following payments table Rl ba, R2 —shaTicah Arsvelys
= m : ) ) . . : ot st b
payny‘el;lil)tz(tcustomerNumhcr, chcckNumber, R1 and R2 are relations with their attributes (A, —
entate, amou.nt) A2, .., An)and (B, B2, ..., Bn) such that no attribute ‘_ii-ﬁaﬁ;ﬁ"m
Consider the following query : matches thatis R1 ~ R2 = ¢, Here 8 is condition in form . S Py
SELECT customerNumber, of set of conditions C. Table 3 : Relation Courses w4 ;
checkNumber., Theta join can use all kinds of comparison operators. e Go [ Course _-_| e _|'|.r:£ —_—
amount ' Table : Student Relatlon TS TS0l Database _";*_'“’_"E'_'_', ikl ho SRS
" ME MEOT i . —
FROM payments Sll) Nnmc Sld L EE’ EEO1 l;\r,cln'mn:l — ___lh_“uﬁ|_ s J
. WHERE amount = ( 101 Dheer Singh 10 4. Outer Joins o L
SELECT MAX(amount) 102 Saveen 11 All joins mentioned above, that is Ihc,l\a J.nm, -'t"m
’ . i . called inner-joins. Annner-jo
R Dhyments Table : Subjects Relation Join and Natural Jomn are ca L.l_ ) o rcine e
% ] process includes only tuples with matching a { |
Class Subject . . ; i There exists methods
— are discarded in resulting relation
10 Matl ; e : the
pim'u Relationship algebra joints. 0 En[;i;h by which all tuples of any relation are included in th
- resulting relation.
[Note : This should be relati . -,R.IU' 2004 . L il There are three kinds of outer jons :
: d be r.:;;fauaf algebra joins.| Il Sports (8) Left Outer Join (R S |
e A Student_Detail =STUDENT 59 gem s - Susea Clas Al tuples of Left relation, R, are included in the
D"C“‘_“ the dff{cre"” hetween five join SUBJECT ' resulting relation and if there exists tuples in R without
?P.crﬂﬂam ﬂl'{.:!{.l'.].af"' e bl ol Table : Quiput of Theta Join any matching tuple in S then the S-attributes of resulting
Jein and semi join. [R.T.U. Dec.2013] M — e
— —— — ‘SID Name Std | Class | Subject Table : Left Relation
Ans. Relational Algebra Join Operations 101 Dheer Singh 10 10 Math
Join is combination of cartesian product followed by 101 | Dheer Singh 10 10 English A B :\
selection process. Join operation pairs two tuples from 102 Sawra 1 1 Music 100 Database
different relations if and only if the given join condition is 102 Sawra 1 1 Sports 101 Mechanics _]
satisfied. _ 102 Electronics |
Following are the different types of joins: 2. Equi-Join . _
1. Theta Join- ' When Theta join uses only equality comparison Table : Right Relation
e som . operator it is said to be Equi-Join. The above example ’ B
A:Equriain corresponds to equi-join. _ ‘
3. Natural Join 3. Natural Join (pa) ) 100 Shailesh Aravatiya
i joi i 102 i
4. Quter Join Natural join does not use any comparison operator. : Kavila
i Joi It does not concatenate the way Cartesian product does, 4 104 P. Mangal
2.Semblom i s Instead, Natural Join can only be performed if the there is T i R
A tieti. join allows: for arbitrary comparison at least one common attribute exists between relation. able : Left Outer Join Ouiput Courses >3 HOD
relationships (Such as >). ' Those attributes must have same name and domain. A B e 1 5
* Anequi join is a theta join using the equality operator. Natural join acts on those matching attributes where 100 Databare 160 | Svaliowh Ao
e Anatural join is an equi join on attributes that have the values of attributes in both relation is same. 101 Mechanice — -
i i i Table ] : Relatlon Courses 102 Electromics | 102 ey 4
the same name in each relationship. : | . L Kew
* We will now discuss them one by oneto understan SID Course Dept | (b) Right Outer Join : (R=<g)
the difference between them. Cso! Database Ccs Alltuples of the Right relation, S, are included in the
1. Theta (9) Join . bi MEDI Mechanics ME, ;‘:_isu::‘l;%hr::::lllonl imd if there exists uples in S without
Theta join is the join condition. Theta joins corm “'1;35 ; EE0I Electronics EE rel).;tion a ¢ ug ‘-i}'“ R then the R-attributes of resulting
tuples from different relations provided they satisfy the re made NULL..

theta condition.




(DBMS.32)-

Tuble : Right Outer Join Output

\ “ ( — ~ . s e ...-..:_,_-_....
| Toe Databine 100 Shadesh Aravatiyd
| l — ! E B - - e e e e
i l | - 'S 102 Kavita o
1 102 [ Flectronics . CKavita
i i - BT P Mangal
! e e ——————————

(¢) Full Outer Join : (RZ1>48)

All tuples of the both participating relations gre
included in the resulting relation and if there no mathcing
tuples for both relations, their respective unmatched
attributes are made NULL.

Table : Full OQuter Join Output Courses >3 HOD

\ B C D
{100 Database 100 Shailesh Aravatiya
i 101 | Mechanics e —

‘ 02 | Electronics 102 Kavita
!_- — i == 104 P. Mangal

5. Semi Join

In semi join, first we take the natural join of two
relations then we project the attributes of first table only.
So after join and matching the common attribute of both
relations only attributes of tirst relation are projected.

Example :

Table : Faculty
facld facName Dept salary rank
F234 | Monika | CSE | 21000 lecturer
F235 | Amidya | ENG | 23000 | Asso Prof
F236 Neelam CSE 27000 Asso Prof
| F237 | Manju IT 32000 | Professor
Table : Course
~ CrsCode CrS Title Fld
- C3456 TOC [ F23a ]
C3457 M
- Casy  DBMS 236
sy G T e 37

I we take the semi join of two relations
course then the resulting rel

Table :

 lacName

al.on woulc

Semi join operation on Faculy

aculty and
| be as under -

< Conrse

o Moniks [ ™CSE 20000 1 e

et Nesm ST 000 T e
—Mae T T 0 T ot
e

_M
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replaced in the program by function calls to the DBMS-
generated code. This technique is generally referred to
as embedded SQL. '

Tabte 1
e select cnar e (a) selectE.person_name
e HONE SNATY deposth = ”
,]_—___—] 5000 rr]or!r‘e - ename = customer.cname fromEmployee as E, Works as W, Company as C
DR —_— [ = . =
9833 w:ideposi‘-b"‘lancc > :amount whereE.person_name=W.person_name and
HEND-EXEC E.city=C.city
r’//—_ . ot 159 host-lﬂ”fz"““if"é variable. andW.company_name=C.company_name
P e 2 o
L___wa_ wh ¢ 5QL open ¢ END-EXE escul (b)SELECT * FROM employees
- 1 EX ent causes the DB system to execute WHERE salary >
It———-—'ﬁ—r—:‘ - Thi S(aw[:l) save the results within a temporary s o
I S B '!wi;::,iesorfeach statement are executed 1o make ALL(SELECT avg(salary)FROM employees
: mmn'nheresulis available to the program. GROUP BY department_id);
Ele;:ed {o Access @ Database Usillg[a chneral —_—
] . ; apge : Impedance . e r . "
Part-C purpse programming Language bF h Q.15 Explain following operations in relational
o ich is the term used 10 refer to the problems that - al .
mmb «ause of differences between the database model algebra:
our be =k (a) Selection

udihe programming language model.

QLuMat is embedded SQL? " Impedance mismatch is less of a problem when a (b) Projection

; Write the following gueries in SQL by | yial database programming language is designed that (c) Join
considering the employee data base ... s lhe same data model and data types as the database (d) Rename. JR.TU. 2017}
(a) Find all the employees in database wholive ?EIGSELLO]?C e);)a_mpl:j: ObeUCh T la‘g_;uags 18 O":i‘:llers
in the same cities as the companiesfor | QL. For object databases, the object data model 15§ - Apg (a) Select Operation : The select operation selects
gitesimilar to the data model of the Java programming i : .
tuples that satisfies a given predicate. We use the

which they work. ; i i i
: )y wor lnguage, so the impedance mismatch is greatly reduced
(b) Find all the employees who earn more then | wen Java is used as the host language for accessing a
jRTU.208 | Inzcompatible object database. Several database

lowercase Greek letter sigma (o) to denote selection. The
predicate appears as a subscript to ©. The argument

the average salary.

_———== | Mnmming languages have heen impl ionisi i
emented a fter the .
Ans. Embedded SQL : Embedded SQL is 2 methodof | #2rch prototypes, P : relstion issin pareithiesiss y
inserting inline S -« invo the cofé Most dat . . L Loan-number  |Branch-Name :mount
ofa Programmincg?l;ai:tjcmcmsh?rt? lferll;i)i::ioﬂs a host Whware ngi::j: :::ccss Inl B e LonaEeouEh Er-dl Rourd Hill L
la age, which 15 . ‘ at implement datab a s
';; ‘hlﬂl;zfz-tﬁzcause the host language cannot parse >« m‘“““W_are s usually developed in aas: appll reations. L-14 Down.town 1500
o | preproseesn gk 18 parsed by an embedded ST L HMMIg language such 4 ) ke L-15 Perryridge 1500 |
:d me{’gomssan Embedded SQL js 2 robust and conven™ i atabage langua A ava COBALAErEICE, L-16 Perryridge 1300.
‘ od of combining ¢ ; gwer 0 Pedded ngg 8¢ such as SQL is, therefore, < Downtown 1000
ral | Programmj g the computing PO" " ey general-py . L-17
e ing language with SQL's speciallzed o ‘m~1mng the database r\'illose programming language for L-23 ° Red wood 299_0_________
sran;iardmde;}E and manipulation capabilities lz EQL ;:udtd‘. aprogram ti)e hen database statements are L-93 Mianus 500
m | and the |, nes embedding of SQL as embgddedded i lenguaselsca t e}:o general-purpose programming To select those tuples of the loan relation where
e [ Teferred o f;agf in which SQL queries ar¢ embe.s ade %ESRL, iy oure . l.a“guage, whereas the database branch is “perryridge”.
d | available o :hhf: anguage Theresult of the QU :mc-To hur mhcddiﬂg da %s¢is called the data sub-language. ' Obranch_name “Perryridge” (loan) ;
identify Pty Program one tuple (record) ata on |t Pose Topry l‘-!hase commands i We can find all tuples in which the amount loan 18
use Exer o4 SQL requests to the prepTo" o gy 8 langug i 2 general- 1200
| SQL Slatemen ) me e Saree st ge : In this approach, more than $ i
EXEC sqL . DB | b but g, Mbedded into the host ; G, o> 1200 (loan)
Note : A serni. e SOL ST E}(Ec*"l"ﬂl SUL‘M'“‘E')rer o identified 1 e G Thusar:;uﬁ11d those tuples pertaining t loan of more
s empoggu s used instead of END'E iy X embe e qray ol PPEfIX: FOr - yan §1200 made by the perryridge branch.
E'"bedded;Q'C Cor Pascal. ope"vaﬂd ""-ag::fg‘i’rogfrecedcs all § SQListhe string EXEC an . —‘*Perryridge"<amounp 1200 ([oaln)
feteh statements: declare curse® lrg 14 commands in branch_eame named the
' : a ho . . a schema
1050 | Ans.(b) Project (m) : We W% & | gefinition of

Statemenyq.
ich we givea for

ld Pr : Dl‘cco "
by, OBa Mpiler or
¢ ¢ X re .
/ or g identi fy B ey loan scheme before wht to some of the
Processing atabase statements the tuple relational calculus, ¥ return
¥ the DBMS. They are queries for which we wrote relational.




\Q.__} What is the purpose of normalization in DBMS?
" | [R.T.U. 2019)

OR : |
Discuss the need of normalization.

Ans. Need of Normalization : When you normalize a
database, you have four goals: arranging data into ldgical
groupings such that each group describes a small part of
the whole; minimizing the amount of duplicate data stored
in a database; organizing the data such that, when you
modify it, you make the change in only one place; and
building a database in which you can access and
manipulate the data quickly and efficiently without
compromising the integrity of the data in storage.

Data normalization helps you design new databases
to meet these goals or to test databases to see whether
they meet the goals. Sometimes database designers refer
to these goals in terms such as data integrity, referential
integrity, or keyed data access. Ideally, you normalize data
before you create database tables. However, you can also
use these -lcchniqucs to test an existing database.
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Tﬁ\ What is Normalization ? Also explain Junctional

dependencies with ¢ suitable example.

[R.TU. 2019)

|

Ans, ?\‘ormalization t Refer to 0.3,

) Functiong) Dependencies -
p'tant cOnceptin a relationg| sche
“Ietiong| dependcncy. A function

:”:S‘raml between two set of attriby
*Catabage

The single most
ma design is that of
al dependency is a
tes in arelation from
arelation R 5 set of attributes x in R is said to
) y drete.rmine. Another attribute y also in R,
o9 ifang only if each x value is associated
e i We call x the determinant set
alygg DEndenF altribute. Thug given a tuple and the
-“Z\?tfnbut.e I X. One can determine the
Afuney; “Ue of the Y attribute.

0 ; :
m? dependmg set ‘S’ is irreducible if the set
& Properties -

of a funct
only one
Set o

i\Jen
“iona|
bith g
Ay o O Y vy

ional dependency of ‘S
attribute,

f functional dependency of ‘S’is

Means that reducing any one
Cirom Jef

tset would not chan ge the content

educin ¥
‘m\%léﬁ’zg“qional dependency will change

deperidencieg and F* 4
functiona depend
deduced from F*
needed in fj
relation;.

A set of rules that m

- The closure js impo

q rtant and may pe
nding one or more candi

date keys of the

: ay be used to infer additiona|
dependencies was Proposed by Armstrong in 1974, These

rules are:complete set of rules called Axioms or inference
rules such that all possible functional dependencies may be
derived from them. The rules are - .
1. Reflexivity Rule: If ‘X’ is a set of attributes and
‘y’ is a subset of ‘x’, then x - y holds. -
2. Augmentation Rule : [f x - y holds and ‘0’ is
the set of attributes, then ox — wy holds. .
itivity Rule : If x - y and y - z hold,
3. Transitivity
then x = z holds. _
\ y ng’s Axioms.
These rules are called A_rgnstrf:xgi ;;:s o
The most important additiona s 2 hold ten
1. Union Rule : If x =Y
" x = yzholds.
2. Decomposition Rul
x — y and XL
3 Pseudotransitivity o
' hold then so does ((10:ncies (FFD
. | Depen y
] Functiona i Yok
- A functional dependeﬂ d ttribute

. q] of any @ nore. v
y if removal |d any M°! letely
depell]decril;gcndenc)f does not ho theentity <P
that the

cof th “(he same
‘hutes 0 it Of lhe_-
[f all the non-key attrib tribut

ey ¢ ;ies.
on the k) endenc® :
4 functionally depeﬂ‘: || Function? e ) having *
an
entity sO

ity
it is known 88 15 1 able (B
l ple, we have
‘91 H
For exan
- ofumn (atribute):

e: Ifx VY2 holds, so do

; jonal
« fu]l function
I;S\ f‘lr’om X means

tudent
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(1)Sid

(2) Sname

(3)Add

(1) CourseName

The Sname, Add and CourseName are the non-key
attribute which completely depend on Sid (Key Attribute).

If we want to retrive any information about student
we only need key attribute i.c. Sid and rest of the
information we can get on the basis of key attribute.

So here all the attribute (Sname, Add, CmnseName)
fullv depend on key attribute, and hence it is called full
Fuctional Dependencies.

Q.7 Explain functional dependencies with the help of
suitable examples. R TU. 2017]
OR
Describe the concept of full functional dependency.
[R.T.U. 2015/
OR
Define Functional Dependency. E\plam
Armstrong’s axioms or rules, with examples.
[R.T.U. 2015]
OR
Describe the concept of full functional dependency
(FFD). [R.T.U. Dec. 2013, 2008/

Ans. Functional Dependencies : Refer 10 Q.6.

What is Decomposition? Explain Lossy and
joi iti [R.T.U. 2016]

Lossless join decomposition.

Ans. Decomposition : Refer to Q.5.
Lossy Decompos:tlon . “The decomposition of relation
R into R1 and R2 is lossy when the Jom of R1 and R2

does not yield the same relation as in R.”

One of the disadvantages of decomposition into two

more relational schemes (or tables) 1s that some

(‘)rformatlon is lost during retrieval of original relation or
in

le. ;
tab Consider that we have table STUDENT with three

attributes roll_no , sname and department.

S’I‘U DENT:

DBMS.47

This relation is decomposed into two relations
no_name and name_dept :

No_name Name_dept
Roll_no Sname ]
111 parimal ]
222 parimal 1
| Sname Dept |
parimal COMPUTER
parimal ELECTRICAL

in lossy decomposmon .spurious tuples are
generated when a natural join is applied to the relations in
the decomposition.

stu_joined :

Roll_no Sname Dept

111 parimal COMPUTER
111 parimal ELECTRICAL
222 parimal COMPUTER
222 parimal ELECTRICAL

‘The above decomposition is a bad decomposition
or Lossy decomposition.

Lossless Join Decomposmou : “The decomposition
of relation R into R1 and R2 is lossless when the join of
R1 and R2 yield the same relation as inR.”

A relational table is decomposed (or factored) intc
two or more smaller tables, in such a way that the designer
can capture the precise content of the original table by
joining the decomposed parts. This is called lossless-join
(or non-additive join) decomposition.

This is also refferd as non-additive decomposition.

The lossless-join decomposition is always defined
with respect to a specific set F of dependencies.

Consider that we have table STUDENT with three
attribute roll_no, sname and department.

STUDENT :

Roll_no. Sname Dent

111 parimal COMPUTER
| 222 parimal ELECTRICAL

This relation is decomposed into two relation
Stu_name and Stu_dept :

Stu_name Stu_dept
Roll_no Sname
Il narimal
222 parimal
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matter which other attributes appear in the FD. Allow *
to represent any set of attributes in R, then I~ is BD — B.
BD—-D, CH>C.D->D.BD->BD.B-D,B—B,
B — BD. and all FDs of the form A* —» a, BC * — q,
CD* 5 a E* » e wherca isany subset of {A, B, C, D, E}.
The candidalc kevs are A, BC. CD, and E.

Part-C
Explain Boyce-Codd normal formt and 3-NF in
detail. [RTU. 20194

f— —

Ans.BCNF (Boyce-Code Normal Form)

One of the most desirable normal forms that we can
obtain is Boyce-Code Normal Form (BCNF). A relation
schema R is in BONF with respect to a set of functional
dependencies if for all funcrional dependencies in F* of a
forma — B.where ac Rand B R, at least one of the
following holds :

¢ a—>fisartrivial functional dependency (that is,

Bca)

® «isa superkey for schema R.

A database design is in BCNF if each member of the
set of relation schema that constitutes the design is in
BCNF.

Ofien testing of a relation to see if it satisfies BCNF
can be simplified.

* Tocheck ifanontrivial dependency o — [3 causes

aviolation of BCNF. compute e+ and verify that
it includes all attributes of R: that is, it is a
superkey of R.

* To check if a relation schema R is in BCNF, it
suffices to check only the dependencies in the
given set F for violation of BCNF, rather than to
check all dependencies in F.

Example of BCNF

| Stud-ID | S-Name | Subject Grade

{ 1001 I Axay |  Physics A

! 1001 | Axay Chemistry C
1007 | Axay Maths C
1002 Sparsh Physics A
1002 Sparsh Chemistry A
1002 Sparsh Maths B

In this relation following FD; exist :
S_Name, Subject — Grade
Stud_ID, Subject — Grade

S_Name -,

Stud_ID
Moaoreover,
(S_Name, Subject) ang (Stw
arelcompnsitc Keys and contyj Ct) g
SL:l)Jc_(:t. This relation i i SNlFln! Ommg
repetition is there in terme of S ?OWE\-Cr
for this relation to be in BCN.F e and

X S . ; - We i
decomposition. The rule for decom i
POsitigy for g 0 the

R, which rs_not in BCNEF, js s follows . Telay
Let x © R, A be the singje 1u' i n
X = A be a FD (hu causes : \-j‘ (rlb
Decompose R into R - A and X °
So for above relulion'\lo b
decomposition will be as follows :

(\[it‘ln 1

w !
d_ID, S“bje andlqate ke
X §

Q of
Stug 1 tay
ve to S

Ute i

atiop of B&and

N
e in BCNE the

Stud_ID
1001
I 1002

Third Normal Form (3NF) : There are schem
where a BCNF decomposition cannot be df:per:u:!er:;i
preserving. For such schemas, we have two allemmi\e};
if we wish to check if an update violates any function|
dependencies :

Axay
Sparsh

e Pay the extra cost of computing joins to test o
violations.

° Use an alternative decomposition, third noml
form (3NF), which we present below, which
makes testing of updates cheaper, unlike BCK,
3NF decompositions may contain some
redundancy in the decomposed schema.

Definition : BCNF requires that all nontrive

dependencies be of the form o — B. “’he’e"“\"f;j
superkey. 3NF relates this constraint slightly b_Y" »':’mt:
nontrivial functional dependencies whose left side is
superkey. |
? A ::elali011 schema R is in third normal f_l:l:‘i‘fg:;{
with respect to a set F of functional dependeni et
functional dependencies in F~ of the form J?:‘g holds:
o < R and B < R at least one of the follow iy
e a—>Bisatrivial functional depe
e @ isaseparately for R. aed in?
e  Each attribute A in p = @
candidate key for R.
The two aherna‘t_ives are F, The thir a o i 0!
alternatives i the definition of BCNF- o andit!

' a
intuitivé
of the 3NF definition seems rather uninty ¢S

onm
g s, in S
obvious why it is useful. It n,pref'—/

js contd!

the same #° o aive

.

5"45.50 dion of the BCNF conditions thay helps o
() = relaxd’™ schema has a dependency Preserving
il hat ever 10 INF. Its purpose will become more

3 Form : 0
:T[]:rﬂ 'o'“‘f'[ synthCSis"lgu-m"m' R, hasa candidate key
followiné: 1sQ, R, = SD, R, = IB, R, = B0
mpolsitio“ of Rinto R, R, R and R is losslesg
deco ;
s dependency preserving:
il

F A o 5
= Exp:’“"" 34 NF with suitable example,
Q,I

IR.T.U. 20074
fain BCNF with suitable example,
o Expla [R.TU. 2017

Refer to Q1.
5 acer 10 0.11

Ao/

scuss the purpose of BCNF and describe how

iy ?C{NF different from 3NE Provide an example

(0 illustrate your answer. [R.TU. 2016, 2012}
OR

Why BCNF to be considered stricter rhfm INF?

Explain decomposition of non-BCNF scheme

inte BCNF scheme. [R.TU. 2015)
OR

Define BCNE. How does it differ from 3 NF? Why.

it is considered a stronger form of 3 NF?
[R.T.U. Dec.2. i3, 2008f

OR
Why BCNF considered to be stricter than INF?
How is non BCNF scheme decomposed into
BCNF sclieme? JR.TU.2011)
OR
Discuss the purpose of BCNF and describe how
BCNF different from 3NF, Provide an axaplplc
fo iMustrate your answer.,
[R.T.U. 2010; Raj. Univ. 2005, 2003/

N
"BCNF (Boyce-Code Normal Form) : Refer to Q.11.

Third Normal Form (3NF) : Refer 1o Q.11
Om‘sczl‘l’aris.on of BCNF and 3NF: Of the two nnr‘|n;|
Py aleahonal database schemas, 3NF and BC'!\ i
d “Hpossi;?mages [F’ 3NF in that we know !hf.“ |t lj
Hosslogg o ¢loobtain a SNF design without sacri ﬁt.‘n‘l‘!;
e are djis"::lordepeﬂdcﬂcy preservation. Nc\"clj[!lclc.b'.;i
ity rela .\'antagcs to 3NF. If we do not climinate a
alion schema dependencies, we may have 10

; nu"\pa| g e,
s lorepresent some of the possible meaningful

rel;
rep

dey

o
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Q.1 | What is the need of serializability in transaction
\—"  processing? [R.T.U. 2019/

OR
What is serializabifity?

Ams. Se r-.:n_:abulm is the classical concurrency scheme.
11 ensures that a schedule for executing concurrent
transactions is equivalent to one that executes the
wransactions serially in some order.

-

Q2 What is concurrency?
OR
What is a concurrent execution of transaction?

[R.T.U. 2019}

Amns. Concurrent execution of transaction means multiple

transactions execute/run concurrently in RDBMS with

ezch transaction doing its atomic unit of work for the
operations encapsulated in the particular transaction.

O3 What is cascadeless schedule?

Ams. A cascadeless schedule (also known as recoverable
schedule) 15 one where, for each pair of transactions Ti
and 1] such that Tj reads a data item previously written
by T1, the commit operation of Ti appears before the read
operation of Tj .

Q.4 What is graphical form of recoverable schedule?

Te  WlRooeres = 1 (A)

Ty Wy (B)- - w7 (B) T,

Tz wy(Cheeeenes - 7 (C)
Then:

T4 commit .,
g

i A,
COMMit —mm- T, commit
T2 Brpe k

—

Ty commit 7
The transaction ¥, must commit only afterte

hansaclionsT T, and T, hd\ committed.
_._-"

. 9
0.5 Whar is use of serialization graph:

-

. . . . ]
Ans. Serialization graph is used to test tl
of a schedule.

e serialiﬂlb*l‘w

‘ ParT-B

@ Write a short riofe oH zrrtf”“c"i o M
recoverable SCM
= —  hasic P’
A.ns. Transaction Properties : : The fov” ferre’
of a Transaction Processing Sy ;
the ACID properties. Atomicity: CO”"’LSe ' B
Durability. These properties a7 ata held 1P
twansaction is never unfinished: the
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- urrent transactions are
DBMS-54 ,;sistcnt. COBRLI t
0
ys ©

o effects of a transaction continge alter
is al“ é-»[][ Eiﬂd the d
. ion is completed.

- transaction must happen @"‘Plc“ﬂs’ or
ity : The completely. If a transaction fails, the
1d be undonte-onS that make up the transaction need
ofﬂ”"pﬁ:?]:i the data needs to be returned to jtg
0 be cancell:c‘u; state. If we look at the first part of gy
original previots atom, the term suggests itsmeaning at
word “Amm'c"f"e’ t was first used. An atom ig considered
fetime the GO pfmattcr that can exist.
he smallest item O

sact

Ato?
i[SilOu

effgc {5

An example of how a transaction processing
n s . -

stem handles atomicity is a student making a purchase

;} n the school canteen. Money changes hands and the
oI S ;

student later realizes that the drink is Past its use by date.

Asthere are no other drinks available, the student returns

tiedrink and the canteen refunds the purchase price. This

 ransaction is not recorded and SO, o transaction occurred,

Consistency : For a succes

sful transaction (o take place,
dl parties must agree on th

e facts of the exchange, When

Means that all data should be
“and that each step of the
he same way each time. This
‘rect for cach part of the

b g .A" ef‘ampie of thig Property would see the sale of
o ks in (he canteen shoy|,

L e increase .the takings by
o g ] ?C.Ieasc the stock held in the canteen
Money. . tlwgie Steps are (o exchange the drinks f'(jl'

shouiq balance so that the data is

N a large organization,
ded so that they can be
Ure. Backups need to be
Part of an organizations
(dire Wtaxan meet other obligations.
Ihats-.nlisc[olélnsac on mygy be

Eactually happen

>
tioy g MVOIVES 116

al'ately
¢,

c recor
this 'Me in the fut
+ This g also

independent of each
- The user just belicves
appearance of treating
and kecping the data for each

of } §
&g, SOlatig), is to

Vice Bis Prevent the same data
r e.\ample,

an organization selling .

tickets ¢ rock o

oncer,
they dg not sell the

l\efl'e Mmay be Many oyleg :e”;f:l? o
online bookingwebsiie.c stom -é .

ooking site fieed g
Separate, It jg

S€at throug, another agey; |
the Transuctiop p

becomes diffi
isbeing hang

Recoy

e
1tal thay

IS a bigger Issuc ag
Stem becomes larger as it

PPear as if eggl, transaction

focessing Sy
cultto make iy a

led sequcnlial[y.

Q.7

Whar IS the States of lLansactipys? Explain
briefly,

erable Schegyj, : Refer 4o Q3amd gy

. Ams, A transaction

goes through many different states
throughout its fife

cycle. These states are called as
transaction states, Transaction states are as follows :

(i) Active state

(i) Partially committed state
(i) Committed state

(iv) Failed state

(v) Aborted state

(vi) Terminated state

Partially committed
slate

Active siate

Failed stats

Fig. Transaction Stafes in DBMS

. ife cycle of
. tate in the li
; s the firsts ive state as
i) Active State : Thisis the 0 an active s
(i) Activ T.Oﬂ A transaction is called mz ‘;the changes
2 [ransa.c I‘ siruciions arc gettingexecmed .ill the bufter i
- asblts l|n {ransaction now are Islﬂf‘*
made by the

main memory.

. e After

(ii) Partially Committed ?:;l it enter
. Necuiey, g

of transaction has ¢ ing this state,

teri \

nitted state. ‘“ﬁer.c“ .ommitted. [T
comi od to be partially ¢ changes made ;
& " 1 y : e
geiiek itted because all the fler in main muﬂ_
fully oot e silltoredn e

jon are

transaction

the last instruction

L : \
s into @ pdrll:l.",‘
{he transactior
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(iii) Committed State: After all the changes made by
the transaction have been successfully stored into the
database, it enters into a committed state. Now. the
transaction is considered to be fully committed.

Note : After a transaction has entered the committed
state; it is not possible to roll back the transaction. In other
words, it is not possible to undo the changes that have
been made by the transaction. This is because the system
is updated into a new consistent state. The only way to
undo the changes is by carrying out another transaction
called as compensating transaction that performs the
‘reverse operations.

(iv) Failed State : When a transaction is getting executed
in the active state or partially committed state and some
failure occurs due to which it becomes impossible to
continue the execution, it enters into a failed state.

(v) Abcrted State : After the transaction has failed and
entered into a failed state, all the changes made by it have
to be undone. To undo the changes made by the transaction,
it becomes necessary to roll back the transaction. After
the transaction has rolled back completely, it enters into
an aborted state. ‘ ' '

(vi) Terminated State : This is the last state in the life
cycle of a transaction. After entering the cominitted state
or aborted state, the transaction finally enters into a
terminated state where its life cycle finally comes to an

end.

Q.8 What is the properties of transaction processing?

Ans. Refer to Q.6.

2 i Part-C

(Q g : Explaih conflict v/s view serializability in detail,
[R.TU. 2019]

Ans. Contflict Serializability : Instructions fi and 1j, of
tran;actions Ti and Tj respectively, conflict if and only if
there exists some item P accessed by both li and Ij, and

atleast one of these instructions wrote P.

Consider the below operations :

14

i li = read(P), 1j = read(P). li and Ij don’t conflict.
i i
i 1i = write(P), 1j = read(P). They conflict.

read(P), Ij = write(P). They conflict.

v, li=write(P), Ij = write(P). They con flict.
A conflict between li and Ij forces a temporal order
between them.

If 1i and Ij are consecutive in a schedule and they
do not conflict, their results would remain the same even
if they had been interchanged in the sclredule.

{fa schedule Scan be transformed in toa schedule
S by a series of swaps of non-conflicting instructions, then
S and S are conflict equivalent.

In other words a schedule Sis conflict serializable
if it is conflict equivalent to a serial schedule.

Example of a schedule that is not con flict
serializable:

13 T4
Read(P)
Write(P)
Write(P)

The instructions cannot be swapped in the above
schedule to obtain either the serial schedule <T 3, T4 >,
or the serial schedule <T 4 ,T 3 >,

A serial schedule T2 follows T1, by a series of

swaps of non-conflicting instructions making the below
Schedule confict serializable.

Tl T2
Read(X)
Write(X)
Read(X)
Write(X)
Read(Y)
Write(Y) T
Read(Y)
|5 Write(Y)

View Serializability : S and S' are view equivalent if the
following three conditions are met:

i Fo.r‘ench data item P, if transaction Ti reads the
initial value of P in schedule S, then transaction Ti
must, in schedule S', also read the initial value of P.

. For each data item P, if transaction Ti executes

read (Pjin schedule S, and that value was produced
by transaction Tj, then transaction Ti must in
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schedule S" also read the value of P that was
produced by transaction Tj.

i For each data item P, the transaction that performs
the final write(P’) eperation in schedule § must
- . b . .

perform the final write(P) operation in schedule S,

View equivaience is also based purelv on reads and
writes alone.

A schedule S is view scrializable if it is ie w
equivalent to a serial schedule,

Every conflict serializable schedule is also view
serializable.

Every view serializable schedule which is not
conflict serializable has blind writes.

| T3 T4 Té

| Read(P) i a
| Write(P)

_ Write(P)

| | Write(P)

Q.16 Whar is cascadeless schedule? Wiy is
cascadeless ness of schedules desirable? Are

there any circumstances under which it would

be desirable to allow non-cuscadeless
schedules? Explain and justify your answer.

IR.TU. 2019/

PE TR mes

Ans. Cascadeless schedule : Refer 10 (.3,

Recoverability : A recoverable schedule 'is one where,
for each pair of ‘Iransaction 1, and T such that T, reads
data item previously written by T, the cominit operation
of T, appears before the commit operation TJ.

[ T8 T 719 o
, read(A) | [ T9 is dependent on T8
', write(A) | Non recoverable schedule if
| 19 commits before T8 _
: | read(A) |
[ read(B) | j

Suppose that the system allows T9 to commit
immediately after execution of read(A) instruction. Thus
T9 commit before T8 does.

Now Suppose\that T8 fails before it ?0111|nl;t5.1:11l::;
T9 has rcad the value of data item A \\f:‘{tlf:n ¥
must abort T9 to ensure transaction Atomicity.

However, T9 has already committed and. canuo? l;c
aborted. Thus we have a situation where it is impossible
to recover correctly from the failure of T8.

Cascadeless schedules

read(A)
read(B)
write(A)
read(A)
write(A)
read(A)

Transaction T10 writes a value of A that is read by
Transaction T11. Transaction T11 writes a value of A that
is read by Transaction T12. Suppose at this point T10 fails.
T10 must be rolled back, since T11 is dependent on T10,
T11 must be roiled back, T12 is dependent on T1 I, TI2
must be rolled back.

This phenomenon, in which a single transaction failure

leads to a series of transaction rollbacks is called

Cascading rollback.

»  Cascadingrollback is undesirable, since it leads
to the undoing of a significant amount of work.

* Itisdesirable (o restrict the schedules to ihose
where cascading rollbacks cannot occur, Such
‘schedules are called Cascadeless Schedules.

¢ Formally, a cascadeless schedule is one where

for each pai i
pair of transaction T and T, such

that T, reads data item, previously writtey

by T, the commit operation of T appears
before the read Operation of T . I
)

Every Cascadeless schedu

le is alsg
recover:
schedule, ; able

Q1 Describe conﬂiczm—-
serializability with examples? view

Qag
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ParT-A

Q.1 How many kinds of locks present in lock-based
protocols?

Ans. Locks are of two types :

Binary Locks : A lock on a data item can be in two
states: it is either locked or unlocked.

Shared/Exclusive : This type of locking mechanism
Cifferentiates the locks based on their uses. If a lock is
acquired on a data item 1o perform a write operation, it is
an exclusive logk. Allowing more than one transaction to

WTie on t d lead the database info

Ti2 on the same data item wou
2% inconsistent stare. Read locks are shared because no

G2tz valye ig being changed.

\?\.2/ What i the defi

hition of u’mestamp-based
Protocols?

be older than :xllolhcr:rzmsactions“,MCO Sk
example, any transaction ‘y’ Chtering (e Sys :ﬁcr_n_pw
is two seconds younger and the Priority woll!d.h: gy
the older one. I, additiop, every daga tem i gj%wenm
latest read and m‘ite-iimestamp. This et the Sysremen the
when the last ‘read ang Write’ operat 2 pery Oy
on the data item. M

; =
Q3 Write down the :m

Present iy the
validation baseq pProtocol?

\—‘\

protocol, the transaction i
¢e phases:

(i) Reag phase - | this phase, the transaction T
is read and Cxecuted. It is used to read the value of various
data items and stores them in temporary local variabks
It can perform all the write Operations on temporay
variables without an update to the actual database.

, ]
(if) VMH phase : In this phase, the leflﬂg;'az
variable value wil] be vlidated against the actua
seeifit violates the serializability.

on w

Ans. In the validation based
executed in the following thr

; he

Q(iii) Write phase : If the va“da"onuﬂ;m

ransaction maled, then the temporary ressacu'on
Written to tli;: database or system otherwise the trah

is rolled back

/
—_——— )
Qd What is deadivek I"“"{”wg;/
L Y /

h
v [Cm 2 el
. se SyS . i
Ans, Deadiock is a state of a databa saction 15 wal:hc:
tWo or inore transactions, when each Uas “by some
for a data item that is being locke




isl.
e

—_

@qﬁm‘d the

examples?

Ans. Inamultiprogranuning envi

: fonmeng .
transactions can be executeq simultay Nty
@

important to control the concurrency
have concurrency control Protocolsg
isolation. and serializability of ¢
Concurrency control protocols ca
two categories.

her-\
< .
ously i is U!uple
o “"i“SactiQ .
O ensure it
ot;u.urrcnl transacl‘c"!;
nbe A 10
broadly divide iri:‘s.
o
e Lock based protocols
e Time stamp based protocols
Lock-based Protocols: Database systemg
with lock-based protocols use 3 Mmechanigy bY whi
transaction cannot read or write data until j ac I'Ch o
. 3 u
appropriate lock on it. Locks are of two kinds ity

et]uip ed

Binary Locks : A lock on a data jtem ca

.. n be jp
states; it is either Jocked or unjocked. "

S‘hnred/t?xclusn'e : This type of locking mechanisy
differentiates the locks based on their uses. If a Jock js
acquired on a data item to perform a write operation, it js
an exclusive lock. Allowing more than one transaction to
write on the same data item would lead the database into
an inconsistent state. Read locks are shared because no
data value is being changed.

There are four types of lock protocols :

Simplistic Lock Protocol: Simplistic lock-based
protocols allow transactions to obtain a lock on every objec
before a “write” operation is performed. Transactions may
unlock the data item afier completing the “write’ operation.

Pre-claiming Lock Protocol: Pre-claiming p-romct‘zjll:
evaluate their operations and create a list of data :t‘emslhE
which they need locks. Before initiating an execullt‘o:e-gds
transaction requests the system for all the Jocks 1 o
beforehand. If all the locks are granted, lh.t: trans il
executes and réleases all the locks when all its oper:ction
are over. If all the locks are not granted. the "lzns

rolls back and waits until all the locks are gram=™

Lock acquisition

phase

—Fma
Tend

__——

T begin

pL: This locking protocol divides
rg? ’ansaction into three parts, In
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