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Ans. Cluracreristics of Big
ne

(a)  Data thro! i
- M
() Computation: restricted throttiine

(c) Large daa volumes
(@) Significantdata oy
(¢) Benefits fromdstd paralielization

—

Q.9 Write dawn the four computing resources of big duta
. (4

Storage.

S
Ans. NameNode — Popy 30070

sk Tracker

Job Tracker —

- Port 50060
Port 30030

PARrT-B

i,

Q. :\Jv&b:.: the classification of ilurta,

Ans. Computing Resourves of Big Data Storage :

0] Processing Capability
(i)  Memory
(iii) Storage
(1v) Network

Q.10 What are the three mades in which Hadoeop can
run

Ans. The three modes in which Hadoop can run are
(i)  Standalone Mode: This i1s the default mode. It uses
the local File System and a single Java process to run
the Hadoop senvices.

(ii) Pscudo-diswributed Mode: This uses 3 single-node
Hadoop deployment to execute all Hadoop services.

(iii) Fully-disteiduted Mode: This uses separate nodes
to run Hadoop master ang sfave services, ,

————

Q.11 How catt jouresggps yy,
in Hadow? NameNode and all the dacimons

illl”ll/lif

Ans. The followjg,
§ comm i
NameNode u_._m»n_.,_o&nso““.._m Will help you restart

You can sy o
$1ap the NameNode with /shin /Hadoop-

daemon.sh stop y,
NameN
NameNode using ;. %d¢ commang and then start the

/.
command. doop-daemon sy start NameNade

¢ dae i i
i 3”63 with /shin /stop-all sh
mons using the Jsbin/start-

Ans. Classification of Data : Daw can be classified as
strugrured, semi-structured. multi-structured and unstructured

Structured data conform and associ te with data
schemas and data models. S tured data are found in tables
(rows and columns). Nearly 15-20% data are in structured

uctured form. Unsiructured data do not conform

or seni-

and associate with any data mogels

dduce contmuously increasing volumes

Application
of both «
generate dataan t
and unstructured

structured and structured data. Darta sources

ictured

ee forms, viz. structured, s

ictured data enables the

Using Structured Duata : S

o

follow

(i) Data insert, delete, uj > and append

(i) Indexing to enable faster data retrieval

(1) Scalability which enabics ncreasing or decreasing
capacities and data processing operations such as

nalytics

storing, processing and
(iv) Transactions processing which foliows ACID rules
(Atomicity, Consistency, [solation and Durability)
(v) Encryption and decryption for data sccurity.
Using Semi-structured Data : Examples of semi-structured
data are XML and JSON documents. Semi-structured data
contain tags or other markers, which separate semantic
elements and enforce hicrarchies of records and fields withie:

the data. Semi-structured form of data does not conform and
ctures. Data do not

associate with formal data model str
database and

associate data models, such as the e

table models.

—{ BDA.J )

Big Data Analytics

“ﬂ“md3%:?!.&25&...52;" Z:.:.w::c_.:.& datarefers
: consisting of multiple formats of data, viz. structured
semi-structured and/or unstructured dara _.:.__:.ﬁEr_.:«E_.
data sets can have many formats. They are found in non-
transactional systems. For example, streaming data on
customer interactions, data of multiple sensors, data at web
.,=. enterprise server or the data- warchouse data in multiple
lormars.

Large-scale interconnected systems are thus required
toaggregate the data and use the widely distributed resources
eficiently.

Multi or semi-structured data has some semantic

meanings and data is in both structured and unstructured
formats. But as structured data, semi-structured data
nowadays represent a few parts of data (5-10%). Semi-
structured data type has a greater presence compared to
structured data.
Using Unstructured Data : Unstructured data does not
possess data features such as a table or a database.
Unstructured data are found in file types suchas TXT, CSV.
Data may be as key-value pairs, such as hash key-value pairs.
Data may have mternal structures, such as in e-mails. The
data do not reveal relationships, hierarchy relanonships or
object-oriented features, such as extendibility. The
relationships, schema and features need 10 be separately
established. Growth in data roday can be characterised as
mo tly unstructured data.

(Q.14 Wigr are the characteristics of big data?

Ans. Characteristics of big data, called 3Vs (and 4Vs also

used) are
(i) Volume : The phrase “Big Data’ contains the term big.
which is related to size of the data and hence the
characteristic. Size defines the amount or quantity of data,
which is generated from applications, The size determines
the processing considerations needed for handling that data.

The term velocity refers to the speed of

(ii) Velocity : 5
we fast the

generation of dala. Velocity is @ measure of he
data generates and processes. To meet the demands and
challenges of processing big data. the veloe ity of generation

of data plays a crucial role.
(ifi)Variety : Big dawa comprises of a vanety of data. _NE....
is generated from multiple sources in a system I'his
introduces vanety in data and therefore introduces
Data consists of various toms and formats.

‘complexity’ ! .
bility of a large number of

<

heterogeneous platforms in the industry. This means that the
type to which big data belongs to is also an important
racteristic that needs to be known for proper processing
of data. This characteristic helps in effective use of data
according to their formats, thus maintaining the importance
of big data.

(iv) Veracity : ltis also considered an impernant characteristic
10 take nto account the guality of data captured, which can
vary greatly, aflecting its accurate analysis

The 4Vs (i.e. velume, velocity, variety and veracity)
data need tools for mining, discovering patterns, business
intelligence, aruficial intelligence (AT, machine learming (ML),
text analytics, descriptive and predictive analytics, and the
data visualization tools.

Q.15 How daes such a tay company optimize the services
offered, products and schedules, devise ways and
use Big Data processing and storing for predictions
using analytics?

Ans. Assume that a retail and marketing company of toys
uses several Big Data sources, such as (1) machine-generated
data from sensors (RFID readers) at the toy packaging,
(1) transactions data of the sales stored as web data for
automated reordering by the retail stores and (iii) tweets,
Facebook posts, e-mails, messages, and web data for
messages and repons

The company uses Big Data for understanding the toys
and themes in present days that are popularly demanded by
children, predicting the future types and demands. The
company using such predictive analytics, optimizes the product
mix and manufacturing processes of toys. The company
optimizes the services to retailers by maintaining toy supply
schedules. The company sends messages to retailers and
children using social media on the arrival of new and poputar

toyvs

Q.16 Give an example of features of 3Vs in Big Data
and applicarion.

Ans. Consider satellite images of the Earth’s atmosphere
and its regions. The volume of data from the satellites is large.
A number of [ndian satellites, such as KALPANA, INSAT-
I A and INSAT-3D generate this data. Foreign satellites also
generate voluminous data continuously. Sartellites record the
images of full disk and sectors, such as east and west Asia

sectors and regions.

The variety is due to the ava
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Table : Different Sonrces of Data
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Write short note on Hadoop architecture.

|

(i)

(iv)

| Ans. Hadoop framework includes following four modules:

H C :
mﬁ,j,jt(;:spre orlnmon. These are Java libraries and
quired by other Hadoop modules. Tl
. These

libraries provide
S Provides file sysiem and 0g level abstracti
and contains the pecegs velabstractions

required to St Hagog ary Java files and scripts
Hadoop YARN. ) )
scheduling ang g This is 4 frame

g cusle”amul_c work for job
Hadoop Dis‘ribu . “-management.

distributed file ¢ e System (HDFS): A

access 10 applicar: Al proy; )
atigy data, ides hlgh—rhrou ghput

|
|
iongierit ! H.uloop MapReduce‘ '
!‘ipidcmiolog“"a1 | tor prralle] Procesgy, i RN
A araim> IN-hae
-—;[_Li.c,z_‘f'lfff-l'/? We can use fol| " arge g iy based System
'To monitor .| Eomponents availabhi" ihg diﬂgra es.
{various ﬂc“.‘”""s l 2 HadOop fr M to dep ct ¢
: AMmeyy 1ese four

Apache HB|

—_—
Q.22 Expla
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Ans. The
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‘espond to “1 enjoy
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1€ characteristics of

s€s or observations

[} 1 ’/
'r distance. That is,<

the same as 4 to S,
‘¢ and two is half of
metic operations on

ith interval scales.
| in a manner that
measure from 1 to 9
ause we added 10 to
val scale is the same
.ed 5 from all values.
} ZEero, zero remains
ippears in the scale

rval Scales: Count,
1, standard deviation
Irtosis.

irts, line charts, and
r as nominal scales

sristics:

1ses or observations

ve an interpretable

).

\ ratio scale:

all prefer $100 to $1!
, no income (or, in
e exactly equals our

t $20 appears as twice

LG sallle do 1U1 HHICTYdl obdlibo.

e Appropriate Statistics for Ratio Scales: Count,
frequencies, mode, median, mean, standard deviation
(and variance), skewness, and kurtosis.

e  Displays: Histograms or bar charts, line charts, and
scatter plots.

N
plain in detail about HDFS.

| data sets running on com modity hardware.

Ans. Apache Hadoop is a collection of open-source software
utilities that facilitate using a network of many computers to
solve problems involving massive amounts of data and
computation. It provides a software framework for distributed
storage and processing of big data using the MapReduce
programming model.

——————— [ Meladala (Name. repiicas. ...): '
Metadata ops '|' Nemenode | | MoneABoia @, ... .....

Y Block ops
™,

Reéd Datanodes % Dalanodes

— ety e E sy (e
| g Replication ‘ Bg DJ‘
\ I R
o L \_,/ A . ¥
\,r "./’ \(
Rack 1 Vvnte, - Rack 2
0

Fig: -

HDFS is a distributed Jﬁc system that handles large
It is used to scale

a singie Apache Hadoop cluster to hundreds (and cven
IDFS is one of the major components
of Apache Hadoop, the others being MapReduce and YARN.
HIDFS should not be confused with or replaced by Apache
HBase, which is a column-oriented non-relational database
management system that sits on top of HDFS and can better

support real-time data needs with its in- memory processing

thousands) of nodes. !

engine.
. Because onc

vers, failure
en built to

Fast Recovery from Hardware Failures
HDFS instance may consist@gf thousands of ser
of at least on€ server is ine.yitab}e. HDFS. has be
detect faults and automatlgﬂ_Lyrecover quickly. i
Access 10 Streaming Lata : H.DFS is xnt:;::eeclin;?asg "
batch processing versus ihteractive use, SO e ehich
the design is for high data throughput rate=

1 ata sets.
mmodate streaming access to data s

acco
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Big Datq Analytics
: tsynchronization with eac
e .
Boats

3- Getting Important Insights through the Use of Big | on- read cnables d
Pafa Analytics‘: [t is important that companies gain proper | schema-on-write sy
L T | P oo
challenge in big data anal s's n' p o f)fmall‘OH. : o | DEge: A ool
: . ylics is bridging this Bap i an | data. shared storag

" sctofthe informatio effective fashion. Solution—Local
ta is today an c'.:mmcgm' Distributed File Sy:
O W W leverages local dis
Secome the next big isabout $1.20/GB
——— | Hadoop's HDFS |

Aus. Problem—Schema-On-Write: Traditional systems | availability. So at
are schema-on-write. Schema-on-write requires the data to | cost of traditional
be validated when it is written. This means that alotofwork | Problem—Cos
that companies mus must be done before new data sources can be analyzed. Here | proprietary hardv
12d hurdles so thar they car is an example: Suppose acompany wants to start analyzinga | deployed to pre
i new source of data from unstructured or semi-structured | Organizations ar
and software lic
environments. Or

22y, companies are dey eloping at a rapid pace an
s0 are advancements in big technologies. This means the
" 1 : )
brands must be ready 1o pilot

urst | and adopt big data in syuch
nerthat they become an intezral ag
o

gsment and analyviics in
nuial, big da

is poised 10

With amazin,
erzing disruptive foree tha
dio thing in the field of integrate:
Iyics. thereby ransforming the manner in which brand
and ;c?.panies perform their duties across stages an
sconomies.

Q.32 What are the problems
Systems with Big Data?

of traditional large scale

PPOTtunities, however, com

means

alaanalytics and its concemec

schallenges are addressed in ¢ sources. A company will usually spend months (3-6 months)

rate of implementing big dat; designing schemas and so on to store the data in a data

reases. As big data makes its way warehouse. That is 3 to 6 months that the company cannot
ound the world, addressing these

Q31 Wrare zhe chalmee &
St

in million dollar i
use the data to make business decisions. Then when the data technology in tr
mporiant. warehouse design is completed 6 months later, often the data | petabyte scale
:,~ e ) has changed again. If you look at data structures from social | expensive.
:»jc-;i:-\iijf‘alﬂ analytics program media, they change on a regu]ar.ba.sis. The s.chema-on-wr‘ile Solution — Con
B environment is 100 slow and rigid to deal with the dynamics
Management Landsca pe:

high-perform:
of semi-structured and unstructured data environments that Hadoop. One 1
are changing over a period of time. The other problem with | vendor for a s
unstructured data is that traditional systems usually use Large

12usly expanding, there are new

¢s 13 1o find out which

$1.2 million &
Object Byte (LOB) types to handle unstructured data, which licensing. The
‘or them without the introduction of is often very inconvenient and difficult to work with. was $400,000
Solution—Schema-On-Read: Hadoop systems are | support costs
nle Big Data is a growing schema-on-read, which means any data can be written to | be cons'mnl.ly
lable in this field. This is the storage system immediately. Data are not validated untif | grown in $5¢
I and people who they are read. This enables Hadoop systems to load any type’ t‘he Hadoop ¢
e nature of this field of data and begin analyzing it quickly. Hadoop systems have | increments.
An or challenge in the extremely short business latency compared to traditional Problem—(
xist industry systems. Traditional systems require schema-on-write, which proprietary ¢
3. Getting Data into the Big Data Platform: Data is was desigm?d more thanl 50 years ago. A lot of companics Syslc:m. adwr
increasing every single d : :ans that companies have need real-time processing of data and customer models slorage tean
= i generated in hours or days versus weeks or months. The forevery 40
el .rdgu!;” ousis. The Tnu:rnct of Things (IoT) is accelerating the data streams systems knc
L s 1 ““"?a’ sanpverihels coming from different types of devices and physical objects, | Solution—
¢ that s why itis e dke and digital personalization is accelerating the need to be able hardware ai
e e SR to make real-time decisions. Schema-on-read gives Hadoop | a platform
a tremendous advantage over traditional systems in an area Numerous
4. Need for Synchronization across Data Sources: As that matters most, that of being able to analyze the data faster administra)
data sets become more diverse, there isaneed to incorporate 10 make business decisions. When working with complex data hardware,
themintoan analytical platform. If this is ignored, it can create structures that are semi-structured or unstructured, schema- | stack.
82ps and lead to wrong insights and messages.
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Q e detailed note on Hudoop,

Ans, Hadoop : Doug Cutting, Mike Cafarella and team took
the solution provided by Google and started an Open Source
Project called HADOOP in 2005 and Doug named it after
his son’s toy elephant. Now Apache Hadoop is a registered
trademark of the Apache Software Foundation. Hadoop runs
applications using the MapReduce algorithm, where the data
is processed in parallel on different CPU nodes. In short,
Hadoop framework is capabale enough to develop applications

\.I
capable of running on ¢clusters of computers and they cou

perform complete statistical analysis for a huge amounts of

data.
e

:aqrwxu Fromowork. )

ﬂ,ﬁﬁhﬂ% :
h nl
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Systsm
Log File

Fig.
Hadoop is an Apache open source framework written

in java that allows distributed processing of large datasets

models. A Hadoop frame-worked application works in an

across clusters of computers using simple programming

e - - . - .
environment that provides distributed storage and computation
across clusters of computers. Hadoop is designed to scale

local computation and storage.

Today, we're surrounded by data. People upload videos,
take pictures on their cell phones, text friends, update their
Facebook status, leave comments around the web, click on
ads, and so forth. Machines, too, are generating and keeping
more and more data. The exponential growth of data first
presented challenges to cutting-edge businesses such as
Google, Yahoo, Amazon, and Microsoft. They needed to go
through terabytes and petabytes of data 10 figure out which
websites were popular, what books were in demand, and what
kinds of ads appealed to people. Existing tools were becoming
inadequate to process such large data sets.

up Trom single server to thousands ol machines, each oHering

hm_..q Data ..p:ﬁ.cn..nhw|

first to publicize MapReduce—i

Google was the )
cessing needs.

system they had uscd (o scale their data pro
This system aroused a lot of interest because many o:_mq
businesses were facing similar scaling challenges, m.na it
wasn’t feasible for everyone to reinvent their own proprietary
tool.

Doug Culting saw an opportunity and led the charge
to develop an open source version of this MapReduce system
called Hadoop. Soon after, Yahoo and others rallied around
to support this effort. Today, Hadoop is a core part of the
computing infrastructure for many web companies, such as
Yahoo, Facebook, LinkedIn, and Twitter. Many more
traditional businesses, such as media and telecom, are
beginning to adopt this system too.

Hadoop, and large-scale distributed data processing in
general, is rapidly becoming an important skill set for many
programmers. An effective programmer, today, must have
knowledge of relational databases, networking, and security,
all of which were considered optional skills a couple decades
ago. Similarly, basic understanding of distributed data
processing will soon become an essential part of every
programmer’s toolbox. Leading viliversities, such as Stanford
and CMU, have already started intreducing Hadeop into their
computer science curriculunm. :

Formally speaking, Hadoop is an open source
framework for writing and running distributed applications
that process large amounts of data. Distributed computing 15
a wide and varied field, but the key distinctions of Hadoop
are that it is:

(i) _Accessible : Hadoop runs on large clusters of
commodity machines or on cloud computing services
such as Amazon’s LElastic Compute Cloud (EC2

(i) Robust: Becauseatis intended to run on commodity
Tardware, Hadoop is architected with the assumption
of frequent hardware malfunctions. It can gracefully
handle most such failures.

(iii) Scalable : Hadoop scales linearly 1o handle larger data
]lll.,ll. -
by adding maore nodes to the cluster.

?wr:r..“::ac:..___:EZ:_.._.,.:::F.E,:.:_cn:._n_s:
(iv) U p Y _w

parallel code. 7

@bu detailed :czuél

Ans. GFS : Google File System is a scalable distributed file
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. hh et < o mA, \en contacts and receives the data from the chunk server
and the subsequent

' leases
ng operated on (1.€. NO outstanding leases

Unlike

1 the ke

file systams, GFS 1s not imple

of an operating system, but is instead provided
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(i) Automatic and efficient data recovery

(iv) Highaggregate throughput

(v) Reduced client and master interaction because o

flarge
chunk server size

(vi) Namespace management and locking
(vi) Highavailability
The largest GFS clusters have more than 1,000 nodes

with 300 TB disk storage capacity. This can be accessed by
hundreds of clients on a continuous basis.

hat is HDFS? Write its features, goals and
advantages.

—_— — D
Ans. When a dataset outgrows the storage capacity of a
single physical machine, it becomes necessary to partition it
across a number of separate machines. File systems that
manage the storage across a network of machines are called
distributed file systems. Since they are network-based, all
the complications of network programming kick in, thus
making distributed filesystems more complex than regular disk
file systems. For example, one of the biggest challenges is
making the file system tolerate node failure without suffering
dara loss. Hadoop comes with a distributed file system called
HDFS, which stands for Hadoop Distributed File system

Hadoop can work directly with any mountable
tributed file system such as Local FS, HFTP FS, S3 FS,
1ers, but the most common fil
15 the Hadoop Distributed F

e System
I'he Hadoop Distributed File Sy
G File System (GFS) and
st lesigned 1 )
comp of small computer mac
lerant manner
HDFS uses a maste ¢ architecture where master
consists of a single Na ode that manages the file system
cladata and one or more slave DataNodes that store the
la
A file 1 an HDFS namespace 1s split into several blocks
And those blocks are stored in a set of DataNodes The
NameNode determines t napping of blocks to the
DataNodes The DataNodes takes care of read and wate
Peration with the lile system. They also take care of block
“reation, deletion and replication based on instruction given

by NameNode

. HDFS provides a shell like any o
list of commands are available to intera
Advantages of HDFS

(1) Hadoop framework allows the
and test distributed systems. |
automatic distributes the data
machines and in turn, utilizes the
of the CPU cores.

(i) Hadoop does not rely on hards
tolerance and high availability (]
library itself has been designex
failures at the application layer.

(ii}) Servers can be added or reme

dynamically and Hadoop contir

interruption,
(v) Another big advantage of Had

* ~< being open source, it is compati

since it is Java based.

Hadoop File System was devel
file system design. It is run on comm
other distributed systems, HDFS is i
designed using low-cost hardware.

HDFS holds very large amoun

easier access. To store such huge d:

across multiple machines. These files

fashion 10 rescue the system from

case of failure. HDFS also makes a

paraliel processing.

Features of HDFS

(1} Itis switable for the distributed
HDFS

(i) The built-in servers of Name}
users to easily check the stat

(iv) Streaming access to file syst
(v) HDFS provides file permissic
Goals of HDFS

(iy Fault Detection and Red
includes a large number of con
of components is ?B:Br.
have mechanisms for quic
detection and recovery.

(i) Huge Datasets : HDFS sh

nodes per cluster to manage
huge datasets.
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(i) Automatic and efficient data recovery

(iv) High aggregate throughput

(v) Reduced client and master interaction because of large
chunk server size

(vi) Namespace management and locking

(vii) Highavailability
The largest GFS clusters have more than 1,000 nodes

with 300 TB disk storage capacity. This can be accessed by
hundreds of clients on a continuous basis.

—

hat is HDFS? Write its features, goals and
advantages.

single physical machine, it becomes necessary to partition it
across a number of separate machines. File systems that
manage the storage across a network of machines are called
distributed file systems. Since they are network-based, all
the complications of network programming kick in, thus
making distributed filesystems more complex than regular disk
file systems. For example, one of the biggest challenges is
making the file system tolerate node failure without suffering
data loss. Hadoop comes with a distributed file system called
HDFS, which stands for Hadoop Distributed File system.

Hadoop can work directly with any mountable
distributed file system such as Local FS, HFTP FS, S3 F§,
and others, but the most common file system used by Hadoop
is the Hadoop Distributed File System (HDFS).

The Hadoop Distributed File System (HDFS) is based
on the Google File System (GFS) and provides a distributed
file system that is designed to run on large clusters (thousands
of computers) of small computer machines in a reliable, fault-
tolerant manner.

HDFS uses a master/slave architecture where master
consists of a single NameNode that manages the file system
metadata and one or more slave DataNodes that store the
actual data.

A file in an HDFS namespace is split into several blocks
and those blocks are stored in a set of DataNodes. The
NameNode determines the mapping of blocks to the
DataNodes. The DataNodes takes carc of read and write
operation with the file system. They also take care of block
creation, deletion and replication based on instruction given
by NameNode,

Ans. When a dataset out i :
grows.the storage capacity of a_ ~ (iv) Another big advantage of Hadoop is that apart from

Big Data Analytics

b HDFS provides a shell like any other file system and a
Ot commands are available to interact with the file system.
Advantages of HDFS

() Hadoop m_.m.__snion_» allows the user to quickly write
and test distributed systems. It is efficient, and it
mEo:._m:n distributes the data and work across the
machines and in turn, utilizes the underlying parallelism
of the CPU cores.

(i) Hadoop does not rely on hardware to provide fault-
tolerance and high availability (FTHA), rather Hadoop
library itself has been designed to detect and handle
failures at the application layer.

(iii) Servers can be added or removed from the cluster
m_wsm::nm_:\ and Hadoop continues to operate without
interruption.

<~ being open source, it is compatible on all the platforms
since it is Java based.

Hadoop File System was developed using distributed
file system design. It is run on commodity hardware. Unlike
other distributed systems, HDFS is highly fault tolerant and
designed using low-cost hardware.

HDFS holds very large amount of data and provides
casier access. To store such huge data, the files are stored
across multiple machines. These files are stored in redundant
fashion to rescue the system from possible data losses in
case of failure. HDFS also makes applications available to
parallel processing.
Features of HDFS

(i) Itissuitable forthe distributed storage and processing.
(i) Hadoop providesa command interface to interact with
HDFS.
_ The built-in servers of NameNode and DataNode help
users to easily check the status of cluster.

(iv) Streaming access 10 file system data.
(v) HDFS provides file permissions and authentication.

Goals of HDFS
(i) Fault Detection and Recovery @ Suce _:.:.1
includes a large number of commodity hardware, failure

of components 15 frequent. Therefore HDFS should

have mechanisms for quick and automatic tault
h

detection and recovery.
sets : HDFS should have hundreds of

(iiy Huge Datas 67 .
nodes per cluster to manage the applications having

huge datasets.

——{BDA.19)

(iii) Hardware at Data : A requested task can be done
efficiently, when the computation takes place near the
data. Especially where huge datasets are involved, it
reduces the network traffic and increases the
throughput.

N ; T
Pxplain building blocks of Hadoop in detail.

IYn wneh

Ans. HDFS is responsible for storing data on the cluster in
Hadoop. Files in HDFS are split into blocks before they are
stored on cluster of size 64MB or 128MB. On a fully
configured cluster, “running Hadoop'’ means running a set
of daemons, or resident programs;-on the different servers in
your network. Programs which reside permanently in memory

are called ""Resident Programs”’. Daemon is a thread in Java,
which runs in background and mostly created by JVM for
performing background task like Garbage collection. Each
daemon runs separately in its own JVM. These daemons
have specific roles; some exist only on one server, some exist
across multiple servers. The daemons include :

1. NameNode

2. DataNode

3. Secondary NameNode

4. JobTracker

TaskTracker

The zbove daemons are called as “Building Blocks of
Hadoop™.

wn

1. NameNode : Let’s begin with arguably the most vital of
the Hadoop daemons—the NameNode . Hadoop employs a
master/slave architecture for both distributed storage and
distributed computation. The distributed storage system is
called the Hadoop File System , or HDFS. The NameNode

is the master of HDFS that directs the Jave DataNode
tasks. The NameNode
7oTTIDES: it keeps track of how your files
*Tre broken down into file blocks, 4<:wm_aanm store those
blocks, and the overall health of the distributed Tile system.

The function of the NameNode is memory and 1/0 intensive.
As such, the server hosting the NameNode typically doesn’t
store any user data or perform any computations for a
MapReduce program to lower the workload on the machine.
meNode server doesn’t double as 3

This means t
ataNode or a Task
There is unfortunately a negativ
importance of the NameNode— it’s a single po

¢ aspect to the
int of failure
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of your Hadoop cluster. For any of the other daemons, if
their host nodes fail for software or hardware reasons, the
Hadoop ciester will likely continue to function smoothly or
you can quickly restan it. Not 50 for the NameNode.

LLDFS. Ipstead. jtcom
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server. The SNN differs from the NameNode in that this
r record any real-time cpjanges 10
i fththe NameNode 1o take
snapshots of the HDFS metadata at intervals d¢ vihe

1. DataNode : Each slave machine in your cluster will host

e

2 DataNode daemon 1o perform the grunt (thankless and
tlesystem — reading and

1o blocks and the Name tell your client which
DataNode each block resides in. Your client co icates

cluster configurafi he NameNode is a single point of

minimize the downtime and [6ss of data. Nevertheless, a
“WameNode failure requires human intervention to reconfigure
the cluster to use the SNN as the primary NameNode.

4. JobTracker : The JobTracker daemon is the liaison

e

(communication/cooperation which facilitates a clos

working) between your application and Hadoop. Once you
. T e LS -
submit your code to your cluster, the JobTracker determines

gmsozs_::_m which files to process,
: s

assigns nodes to different tasks, and-menit s

—

- —

Fig. 1 : NameNode /DataNode interaction in HDFS

Fig.1 illustrates the roles of the NameNode and
DataNodes. In this figure, we show two data files, one at /
user/chuck/data | and another at /user/james/data 2. The
datal file takes up three blocks, which we denote 1,2, and 3,
and the data2 file consists of blocks 4 and 5. The content of
the files are distributed among the DataNodes.

In this illustration, each block has three replicas. For
example, block 1 (used for datal) is replicated over the three
rightmost DataNodes. This ensures that if any onc DataNode
crashes or becomes inaccessible over the network, you'll still
be able to read the files. DataNodes are constantly reporting
to the NameNode. Upon jnitialization, each of the DataNodes
informs the NameNode of the blocks it’s currently storing.
After this mapping is complete, the DataNodes continually
poll the NameNode to provide information regarding local
changes as well as receive instructions to create, move, or
delete blocks from the local disk.

3. Secondary NameNode : The Sccondary NameNodg
(SNN) is an assistant daemon for monitoring the stale of the
é_& the NameNode, each cluster has one
SNN, and it typically resides on its own machine as well. Ng
other DataNode or TaskTracker daemons run on the same

I'racker will

automatically relaunch the task, possibly on a different node,

up to a predefined limit of retries. There is only one

JobTracker daemon per Hadoop cluster, It’s typically run on
server as a master node of the cluster,

5
hey’re running. Should a 1ask fail, the Job

4
5. TaskTracker : As with the storage daemons, the
computing daemons also follow a master/slave architecture:

the JobTracker is the master overseeing the overall execution
e e v r re

of a MapReduce job and the TaskTracker manage the
B T T o T DU I it e
execution of individual tasks on each slave node.

.

Fig. 2: JobTracker and Task Tracker interaction

Fig.2 illustrates this interaction, Each Task Tracker is
responsible for executing the individual tasks that the
JobTracker assigns. Although there is a single Task Tracker
per slave node, each Task Tracker can spawn multiple JVMs
to handle many map or reduce tasks in parallel. One
responsibility of the Task Tracker is to constantly communicate
with the JobTracker. If the JobTracker fails to receive a
heartbeat from a Task'Iracker within a specified amount of
time, it will assume the Tusk Tracker has crashed and will
resubmit the corresponding tasks to other nodes in the cluster.

Big Data Analytics
Having cover
depict the topology ol one

: daemons, W€
; f the Hadoop @ac a“
ed each © ter in the fig.3.

typical Hadoop clus

.
Oatatose +—> TasTracke

Hamehiode

JobTracker

Oatshode «—— TaskTracker
-

DataNode +———>  TaskTracher

S

Fig. 3 : Topology of o 1ypical Hadoup cluster

This topology features a master node running the
NameNode and JobTracker daemons and a standalone node
with the SNN in case the master node fails. For small clusters,
the SNN can reside on one of the slave nodes. On the other
hand, for large clusters, separate the NameNode and
JobTracker on two machines. The slave machines each host
a DataNode and TaskTracker, for running tasks on the same
node where their data 1s stored.

.37 Explain process of configuring hadoop cluster and
also deseribe various operational modes of Hadoop.

— _—

Ans. When setting up a Hadoop cluster, you’ll need to

designate one specific node as the master node. Server will
typically host the N:

1icNode and JobTracker daemons, 1t°11
also serve as the base station-contacting and activating the
DataNode and TaskTracker daemons on all of the slave
nodes. As such, we need to define a means for the master
node to remotely access every node in your cluster.
Hadoop uses passphrase 1

. ess SSH for this purpose.
SSH unilizes stand

ard public key cryptography to create a
pair ol Keys for user verification —one public, one private.
Ihe public key is stored locally on every node in the cluster
and the master node sends the private key when attemptin .
loaceess a remote machine. With both pieces o;:.oz:s:c:m
the target machine can validate the login attempt. ,
Define a Common Account :
mn,_:..:__ terms of one node accessing another; more precise]

this uccess is from a user account on one node to an m_n >
useraccount on the target machine. For Hadoop, i
should have the same username on all of the _“
security purpose we recommend it being s nean 1

We’ve been speaking iy

the accounts
odes and for

L —————

This account
er da
I A

the ciust
your actua
Verify SSH |
SSH is insiall
of the “which
[ha
fus
fha
/us
(ha
/ust
If you i
Juse
Install
package mana
Operational
1. Local (Star
default mnode
Hadoop source
Hadoop choos
configuration. ,
version 0.20) a
<?xml version=
<?xml-styleshe
<!-- Put site-sp
<configuration:
</configuration
With en
completely on t
communicate w
use HDFS, nor
primary use is f
logic of a Ma
complexity of i
Properties:
() Defauly
(i) HDFS js
(i) Local Fj
() Used fio

(V) Seecaas



=Site.xm]

<?an‘ VCJ’SI'OI"I:" 1.0"7>

<?x ml-stylesheeq typc="text/xsl"

g ‘ hre&"conﬁguration.xsl"?>
T Put site-specific Property overrides in thig file, -.>

<configurations

<property>

<name>mapred._job.tracker</name>
<value>masler: 900]</value>
:::izl:i:ltj::;nﬂ he host ang port that the MapRedyce job
at.</dcscription>

</property>

</conﬁguration>

hclfs-site.xml

<?xml versjop=n 1.0"7>

<?xml-slylesheet type="text/xs|" href="conﬁguration.xsl

<~ Put site-specific Property overrides in thjs file, -->
<configuration>

"o,

<pr0perty>
<name>dfs.replication</name>
<value>3</valye>

<description>The actual number of replications can be
specified when the file s created.</description>

</property>
</configuration>
The key differences are :

(i) We explicitly stated the hostname for location of the
NameNode and JobTracker daemons.

(i)  We increased the HDFS replication factor to [ak.c
advantage of distributed storage. Recall that data is
replicated across HDFS to increase availability and
reliability. "

Properties:

(i) Thisis a production phase.

(i) Data are used and distributed across many nodes.

(ui) Different nodes will be used as Master node/Data node
elc.

{: ; ?
38 Explain how to configure xmil files:

—

Ans =5

~_-'-'-—--‘___

core-site. xm|

‘-_-_.-__-_H-
-___'-'_——-_-_-

hdfs-site xm|

-—-_————-____

S

=

'_-_-—_—-‘—-
Rt:ﬂ::c |:~_:—__> mapred-site. xm|
Ih‘*«—___~_-_“

Fig.

Hadoop Cluster Configuration Files ;

Configuration l
Filenames |

Description of Log Files

Hadoop-env sh Environment variables that are used

[ in the SCripts to run Hadoop.
o1 _ W Scriplston edhdmiiinic] o
| core-site.xml

|

—

| Configuration settings for Hadoop
| Core such as /O settings that are |
| COmmon to HDFS ang MapReduce,

‘
;_h(”b-\il(:.xml i Configuration settings for HDFS

1 { daemons, the namenode, the

‘ ' secondary namenode and the data
' nodes

|
|

e
mapred-site. xm|

Configuration settings for !
| MapReduce daemons: the job-

tracker and the task-trackers |
e B

F
|
\

——— e

——

masters A list of machines (one per line) that .
each run a secondary namenode

savar Y Ry R —

slaves | A list of machines (one per line) that |

| €ach run a datanode and a task- !

| tracker.
——

All these files are available under ‘conf directory of
Hadoop installation directory.

Here 1s a listing of these files in the File System

-zn--rum-l,l.ol <9 caat/
=3331+/Madoepe1. 2,6/ conts la.
JEml Radscp-policy . sl

configuration.asl
CoOre-aite.mml
fals-scheduler.zal
hedoop-anv, pn 45l
hadoop-metiicel.propectyne l.uuuJ 3
PR LRAp-10-333-81-27) 1~/ Ragocp-L.d.0/¢
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Let’s look at the files and their usage one by one!
hadoop-env.sh

This file specifies environment variables that affect
the JDK used by Hadoop.

Daemon (bin/hadoop).

As Hadoop framework is written in Java and uses
Java Runtime environment, one of the important environment
variables for Hadoop daemon is $J AVA_HOME in hadoop-
env.sh.

This variable directs Hadoop daemon to the Java path
in the system.

The java implementation to use. Required

export JAVA_HOME = /usr/lib/jvm/java-1.6.0-
openjdk-amd64

This file is also used for setting another Hadoop
daemon execution environment such as heap size
(HADOOP_HEAP), hadoop home (HADOOP_HOME), log
file location (HADOOP_LOG_DIR), etc.

Note: For the simplicity of understanding the cluster setup,

we have configured only necessary parameters to start 4
cluster.

The following three files are the important contiguration
files for the runtime environment settings of a Hadoop cluster
core-site.sh

This file informs Hadoop daemon where NameNode
runs in the cluster. It contains the configuration settings for
Hadoop Core such as 170 setlings that are common o [HDFS

and MapReduce

<?xml version="1.0"7>

<Pxml-stylesheet type="text/xml" href= "configurs

<!-- Put site-specific property overrides in this (ii¢ -.>
<configuration>
<property>
<name>fs.default.name</name>
<value>hdfs: //€c2-54-214-206-65_us-v, ¢ A2 n
amazonaws.com: 8020</value> ¢

</property>

</configuration> ‘

Wiliere hostname and port are the machine and port
on which NameNode daemon runs and istens, |t aiso informs
the Name Node as to which 1P and port it should bind. The

i The value “true” for property “dfs per

commonly used port is 8020 and you can also specify 1P
address rather than hostname.

hdfs-site.sh

This file contains the configuration se

us for HDES
= Y
daemons; the Name Node, the Secondary Name Node, and

the data nodes,
| ————————

You can also configure hdfs-site.xml to specify default
block replication and permission chec g on HDFS,
[“actual number of replications can also be specificd when the
file is created. The default is used ifreplication is not speci
in create time.

<?xml version="1,0"?>

<?xml-stylesheet type="text/xm!" href="configuration.xm
<i-- Put site-specific property overrides in this file. -->
<configuration>

<property>

<name>dfs.replication</name>

<value>3</value>

</property>

<property>

<name>dfs.permissions</name>
<value>false</value>

</property>

</configuration>

ssions’ enables

permission checking in HDFS and the va
the pe Swite g
10 the other does not change the mode, ov
files or directories.

alse” turns off

from one

meter value

€r or group of

mapred-site.sh

s file contains the configuration settings for

MapReduce dacmons: the job tracker and the task- trackers.

.I;ri‘. % g i e T
wmapred job rameter is a hostname (or [P
—k g t —

:.._P—Hr.h‘

I the Job Tracker listens for

s parameter specify Eﬂbhucb:..w_
rio Task ﬁ__.nrn_..a and MapReduce clients.

<txml version="1.,0"7>

address) and pon pair o w

<?xml-stylesheet type="text/ximl" hiel "configuration x;

<i-- Put site-specific property oveirides in this file. >
<contiguration>

<propeny>

i

<name>mapred job tracker</n,

o>

<value>ec2-54-214-206-65 us-west-2 COMpUte, IMAZONAWS
com: 8021 </value>
</property>
<Jeonfiguration>

You can replicate all of the four files explained above
1o all the Data Nodes and Secondary Namenode, These files
can then be configured for any node specific configuration
e.g.n case of a different JAVA HOME on one of the
Datanodes.

The following two file *masters’ and ‘slaves’ determine

the master and slave Nodes in Hadoop cluster.

Masters : This file informs about the Secondary Namenode
: SIErs e ar Muster server
hostname Secondary Name NOTE Servers

location to hadoop duer
conta

Slaves : Contains a list ot hosts, one per line, that are 1 by
. i x e e ———————
DataNode and TaskTracker servers

—————
Masters : Contains

host Secondary NameNode servers

list of hosts, one per hine, that are ¢

The ‘masters’ file on Slave Nodes is blank

Slaves : The ‘slaves’ file at Master node coniaims a list g
hosts, one per line, that are to host Data Node and Tag)

Tracker servers [

ec2-54-218-170-127 us-wesl-2. compute, amazonaws,o
€c2-54-202-24-115 .us-west-2. compute. smazonaws.com

.
The *slaves' file on Slave server contains the ¥
address of the slave node. Notice that the ‘slaves’ file s
ins only its own 1P address and not of any
ster

Slave node cont
other Data Nodes in the ¢

Qa0
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s

2d cache in MapReduce

-
—

ortant feature provided by
N you want to share some
luster, distributed cache is
cutable jar files or simple

—
~ececs

r different from chain

The combiner receives data trom tNE MAP LadR3, rwwtme v rm
and then passes its output to the reducer phase.

Partitioner : The partitioner decides how many reduced tasks
would be used to summarize the data. It also confirms how
outputs from combiners are sent to the reducer, and controls
the partitioning of keys of the intermediate map outputs.

ParT-B

i @ain MuapReduce program with neat figure.

e rTE,

11

Chain Mapper

This class is used to
run multiple mappers
in a single map task.

The output of the first
mapper becomes the
input to the second
mapper, second to third
and so on.

It is defined in :
org.apache.Hadoop.
mapreduce.lib.chain.
ChainMapperpackage

ds of a Reducer.
hods of a reducer. They are :
configure differerit parameters
2d cache and input data.

r that is called once per key
uce task.

emporary files and called only
task. \

Ans. Hadoop MapReduce is a software framework for easily
writing applications which process big amounts of data in-

parallel on targe clusters (thousands of nodes) of commodity

hardware in areliable, tault-tolerant manner.

~ The term MapReduce actually refers to the following
two different tasks that Hadoop programs perform:

e The Map Task : Refer ro Q.1.
e The Reduce Task : Refer to Q.2.
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Fig.

Typically both the input and the output are stored in a
file-system. The framework takes care of scheduling tasks,

MapReduce framework consists of a single master
JobTracker and one slave TaskTracker per cluster-node. The
master is responsible for resource management, tracking

s

monitoring them and re-executes the failed tasks. The
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resource consumptnon/ava:lab:hty and scheduling the jobs
component tasks on the slaves, monitoring them and re-
executing the failed tasks. The slaves TaskTracker execute
the tasks as directed by the master and provide task-status
information to the master periodically. The JobTracker is a
single point of failure for the Hadoop MapReduce service
which means if JobTracker goes down, all running jobs are

halted.
The major advantage of MapReduce is that it is easy

to scale data processing over multiple computing nodes. Under
the MapReduce model, the data processing primitives are
called mappers and reducers. Decomposing a data processing
application into mappers and reducers is sometimes nontrivial.
But, once we write an application in the MapReduce form,
scaling the application to run over hundreds, thousands, or
even tens of thousands of machines in a cluster is merely a
configuration change. This simple scalability is what has
attracted many programmers to use the MapReduce model.

During a MapReduce job, Hadoop sends the Map and
Reduce tasks to the appropriate servers in the cluster. The
framework manages all the details of data-passing such as
issuing tasks, verifying task completion, and copymg data
around the cluster between the nodes. .

Most of the computing takes place on nodes with data
on local disks that reduces the network traffic. After
completion of the given tasks, the cluster collects and reduces
the data to form an appropriate result, and sends it back to

the Hadoop server.

Q.15 Explain the process of analyzing the data with
Hadoop.
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¢ @ Plain the various difference between old and ney Java MapReduce AP]
\ <
Ans.
[
| Difference New API Old Ap|
| Mapper and New API using Mapper and Reducer as Class. So | In Old API used Mapper apg educ
| Reducer can add a method (with a default implementatmn) Interface (still exist in New APIasl: 1
il o an abstract clasg without breaking old 3
implementations of the class
| Package New APl is in the Or‘g.apaChe.hadoop.mziprcducc Old API can still be foug in
| package org.apachc.lludoop.mnp"cd,
;‘User Co:_je o Use “context™ object to communicate with JobConf, the OutputCoHecto;_ and the
| Communicate with MapReduce system Reporter object use for “OMMmunicate yigh
| MapReduce MapReduce System ' 1
| System 2) pair
} P e i
Control Mapper New API allows both mappers and reducers to Controlling Mappers by writing a 3 ce{.\:s
and Reducer control the execution flow by overriding the MapRunnable, byt Nno equivalent exsts for | :-w "
execution run()method. reducers, ' dgﬁ:
Job Control Job control is done through the Job class in New

API

Job Configuration

A
Job configuration done through configuration

class via some of the helper methods on Job.,

.Which is extension of configuration class. ]

Job control was done th.rough JobClient (not
eXists in the new API)

Jobconf object wag use for Job configuration
java.lung.(_)bject
extended by

org.apache.hadoop.conf. Configuration
extended by

OutPut File Name

In the new API map ou
nnnnn, and reduce outputs are named part-r-

nnnnn (where nnnnn is an integer design
the part number, starting from zero),

Org.apache.hadoo;).mapred.JobCOHf

tputs are named part-m-

ating

reduce () method
passes values

In the new API, the reduce() method passes
values as a java.lang.Iterable

In the old API both map and reduee?
are named part-nnnnp

In the old APJ, the reduce() m“‘""dw '

\__-—__

values as a java |ap, g.Iterator
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OutputCollector<K2,V2> output,

‘ Reporter reporter

l jthrows IOException

The function generates a (possibly empty) list of (K2,
Vv2) pairs foragiven(K1, V1) input pair. The OutputCollector
receives the outpgtofthc mapping process, and the Reporter
provides the option to record extra information about the
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mapper implementations. You can '-‘ o
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The output (key-value collection) of the combiner will be sent

.
snput

et o the hian risse
1 between the Map class

(1) A combiner operaies

class

it must implement the Reducer i

have the same outpul K€Y

Here is a brief summary on how MapReduce combiner
works
(i) A combiner does not have d predefined interiace and

1erface s reducs

Big Duata Analytics
Gii) A combiner can produce usmmary information from 8
large dsiavel because i replaces the original Map
outpul
Although, combiner is optional yet it helps segregating
datz into multiple groups for Reduce phase, which makes it
casier Lo process

.19 Explain how MapKeduce work diagrametically
with example.

Ans. In MapKeduce, during the map phase, i1 counts the
words in each document, whilg in the reduce phase 1
apgregates the data as per the document spanning the entire
collection. During the map phase, the input dats s divided
into splits for analysis by map tasks running in parallel across

Hadoop framework
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Here is the beginning of 5 run;
Yo ./max_temperature.sh

1901 317
1902 244
1903 289
1904 256
1905 283

The temperature values in the source file are scaled
by a factor of 10, so this works out as a maximum temperature
of 31.7°C for 1901 (there were very few readings at the
beginning of the century, so this is plausible). The complete
run for the century took 42 minutes in one run on a single
EC2 High-CPU Extra Large Instance.
——— e
Q.22 Write notes on followings :

(d) Reducer
-‘-'_‘__--—-,_’

ey
e

Ans.(a) Reducer : As with any mapper implementation, a
du.cer must first extend the MapReduce base class to allow
re

onfiguration and cleanup. In addition, it must also
for lc ent the Reducer interface which has the following
implem

single method:
void reduce{K2 key,

Iterator<v 2> values,

0utputCollector<K3,V3> output,
Reporter reporter

} throws 10Exception

When the reducer task receives the output from the
various mappers, it sorts the incoming data on the key of the
(key/value) pair and groups together all values of the same
key. The reduce() function is then called, and it generates a
(possibly empty) list of (K3, V3) pairs by iterating over the
values associated with a given ke

receives the output of the reduce
output fi

y. The QutputCollector

process and writes it to an
le. The Reporter provides the option to record extra
information about the reducer as the task progresses,

The below table lists a couple of basic reducer
implementations provided by Hadoop.

Class Description
IdentityReducer Implements Reducer <K, V, K,
<K, V> V> and maps inputs directly to

Outputs
—_—
LongSumReducer<K> Implements Reducer <K,

LongWritable, K,
LongWritable> and determines
the sum of all values
corresponding to the given key

Although we have referred to Hadoop programs as

MapReduce applications, there is a vital step between the

two stages: Directing the result of the mappers to the different
reducers. This is the responsibility of the partitio.ier.

Ans.(b) Partitioner ; A common misconception for first-

time MapReduce programmers is to use only a single reducer.
After all, a single reducer sorts all of your data before
processing—and who doesn’t like sorted data? Our
discussions regarding MapReduce expose the folly of such
thinking. We would have ignored the benefits of parallel
computation. With one reducer, our compute cloud has been
demoted to a compute raindrop.

With multiple reducers, we need some way to determine
the appropriate one to send a (key/value) pair outputted b'y y
mapper. The default behavior is to hash the key to determine
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long value 15 (1e

object holds (e

The call 1o JobCliemt runJob(con () will submit the job
to MapReduce. This call will block until the job completes, If
the job fails, it will throw an 10E
provides a noa- blocking version called submitdob()

xception. JobClient also

ain RecordReader in detuil,
_—_—_—
Ans. RecordReader : (he RecordReader class actually
loads the data from its source and converts it into (key,
pairs suitable for reading by the Mapper. The RecordReader
instance is defined by the InputFormat. The default
InputFormat, TextInputFormat, provides a LineRecordReader,
which wreats each line of the input file as a new value. The
key associated with each line is its byte offset in the file. The
RecordReader is invoke repeatedly on the input until the entire
InputSplit has been consumed. Each invocation of the
RecordReader leads 1o another call to the map() method of

the Mapper.

In the context of file-based input, the “start” is the
byte position in the file where the RecordReader should start
generating key/value pairs. The “end” is where it should stop
reading records. These are not hard boundaries as far azf the

API is concerned—there is nothing stopping a dcvclopf:r from
reading the entire file for each map task. While rcadma'; lh‘e
entire file is not advised, reading outside of the t.mundancs it
often necessary to ensure that a complete record is generated.
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Expanding on the word countexample, the final output
of a MapReduce process applied to a set of documents might
have the key as an ordered pair and the value as an ordered

tuple of length 2n. A possible representation of such a key/
value pair follows:

<(filename, datetime), (wordl, 5, word2, 7,..., wordn,
6)>

In this construction, the key is the ordered pair filename
and datetime. The value consists of the n pairs of the words
and their individual counts in the corresponding file.

Of course, a word count problem could be addressed
in many ways other than MapReduce. However, MapReduce
has the advantage of being able to distribute the workload
over a cluster of computers and run the tasks in parallel. In a
word count, the documents, or even pieces of the documents,
could be processed simultaneously during the map s_tep. F;
key characteristic of MapReduce is that l‘he proc;ss:::lg sf

one portion' of the input can be carried out independently

Big Datg Analytics

the Processing of the other

! inputs, Thus, the workload can be
easily distributeq overa |

uster of machines,

U.s. Navy rear admiral Grace Hopper (l906-|992).
who was a pioneer in the field of computers, provided one of
the best explanations of the need for using a group of
computers. She commented that during pre-industrial times,
OXen were used for heavy pulling, but when one ox couldn't
budgea log, people didn’t try to raise a larger ox; they added
more oxen. Her point was that as computational probleins
grow, instead of building a bigger, more powerful, and more
expensive Computer, a better alternative is to build a system
of computers to share the workload. Thus, in the MapReduce

context, a large processing task would be distributed across
many computers.

Although the concept of MapReduce has existed for

BDA.39
decades, Google led the resurgence in its interest and adoption
starting in 2004 with the published work by Dean and
Ghemawat. MapReduce has been used in functional
programming languages such as Lisp, which obtained its name
from being readily able to process lists (List processing).

In 2007, a well-publicized MapReduce use case was

the conversion of 11 million New York Times news-paper

articles from 1851 to 1980 into PDF files. The intent was to
make the PDF files openly available to users on the Internet,
After some development and testing of the MapReduce code
on a local machine, the 11 million PDF files were generated
on a 100-node cluster in about 24 hours.

What allowed the development of the MapReduce code
and its execution to proceed casily was that the MapReduce
paradigm had already been implemented in Apache Hadoop.

Qaa




IMPORTANT QUESsTIONS

Part-A

‘hat is writable?

T

>n.-. _.._Eoo_u.:unm its own serialization format, Writables
which is certainly compact and fast, but not so easy to extend
or use from languages other than Java,

What is serialization?

w#uu. Serialization is the process of converting object data
:._8 byte stream data for transmission over a network across
different nodes in a cluster or for persistent data storage.

e

Define deserialization?
e .
Ans. Deserialization is the reverse process of serialization
and converts byte stream data into object data for reading
data md_s.IUmw. Hadoop provides Writables for serialization
and deserialization purpose.

g{l

Q.4 Write the specification of writable interface.

_—_—
Ans.

_v.mnxkuo org.apache.hadoop. io;
import java.io.Datalnput;
import java.io.DataOutput;
import java.io. IOException;
public interface Writable

{

void write(Dataoutput out) throws IOException;
void readFields(Datalnput in} throws I0Exception;

}

rite the specification of Writable Comparable.
B ———————

Ans. éﬂ:mc._eﬂo:ﬁmﬂwv_n interface is sub-interface of
Im..._a.ucv m.fjm_v_n and Java’s Comparable interfaces and its
specification is shown below:

public interface writableComparable extends writable

Comparable ,
S

}
. The standard java.lang. Comparable Interface contains
single method compareTo() method for comparing the
operators passed to it.
public interface Comparable

{
public int compareTo(Object obj);
J

The compareTo( ) method returns —1, 0, or | depending
on whether the compared object is less than, equal to, or
greater than the current object, .
— e

Q.6 How is Hadoop reluted o Big Data?
Ililll}lll]i\']'l’.,rl.llllnl}
Ans, :.mn_ccu is an open-source framework for storing,
_uwomn.uu:._w_ .Ea analyzing complex unstructured data sets for
deriving insights and intelligence.

Big

Datu >::_E=N»M

Q.7 Why do we need Hadoop for Big Data Analytics?
Ans. In most cases, Hadoop hiclps in exploring and analyzii

large and unstructured data sets. Hadoop offers storage,

process capabilities that help in analytics.

data collect

plain the different features of Hadoop.

Ans. Open-source : Hadoop is an open-sourced platform.
It allows the code to be rewritten or modified according to

user and analytics requirements.

Scalability : Hadoop supports the addition of hardware
resources to the new nodes.

Data Recovery : Hadoop follows replication which allows
the recovery of data in the case of any failure.

Data Locality : This means that Hadoop moves the
to the data and not the other way round. This

computati
way, the whole process speeds up.

Q.9 How WritableComparable can be implemented in
Hadoop?

Ans. The implementation of WritableComparable is similar
1o Writable but with an additional *CompareTo’ method inside

it.
terface writableComparable extends writable,

public

comparable
{
void readFields(Datalnput in);
void write( DataOutput out),

npare To(writablecomparable o)

datasets. Others are Hadoop touls or APls tha fog
building blocks for developing distributed #ﬁau.w
serialization frameworks and on-disk data sin .

Data Integrity
Users of Hadoop rightly expect that no data will i .
corrupted during storage or processing. However, sing
/O operation on the disk or network carries with gy
chance of introducing errors into the data that it is regf
writing, when the volumes of data flowing ,:...,.émwn.nm

are as large as the ones Hadoop is capable of handig
chance of data corruption occurring is high. ,

The usual way of detecting corrupred dag

-1

computing a checksum for the data when it first
system, and again whenever it is transmitted across &
that is unreliable and hence capable of corrupting 1
The data is deemed to be corrupt if the newly

checksum doesn’t exactly match the original. T his
doesn’t offer any way to fix the data—merely error
(And this is a reason for not using low-end
particular, be sure to use ECC memory.) Note that iti
that it’s the checksum that is corrupt, not the data by
very unlikely, since the checksum is much smallerd,

data 3
A commonly used error-detecting code is
(cyclic redundancy check), which computesa32-it

checksum for input of any size. X

Data Integrity in HDFS
HDFS transparently checksums all data j
and by default verifies checksums when reading &8
checksum is created for every 10 bytes perd
of data. The default is 512 bytes, and si
checksum is 4 bytes long, the storage overhed

_:uﬂ.

Datanodes are responsible for verifying
receive before storing the data and its cliecks!
to data that they receive from clients amd

ParT-B p

datanodes during replication. A client writing 88
a pipeline of datanodes, and the fast datanode &

verifies the checksum, If it detects an eror, the o

a ChecksumException, a subclass of [OExcepi
should handle in an application-specific Manng

e
.\ﬁ{‘@ly_:_:. short note on hadoop VO,

Ans. Hadoop comes with a set of primitives for data 1/O.
Some of these are techniques that are more general than
cprity and compression, but deserve

Hadoop, s 1 data
special consideration when dealing with multiteraby

the operation, for example.
When clients read data from datanosess

checksums as well, comparing them with the

the datanode. Each datanode keeps 2 PéF

¢ last

te . i .
checksum verifications, 5o it KRows thi ]
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blocks was verified. When a client successfully verifies a
block, it tells the datanode, which updates its log. Keeping
statistics such as these is valuable in detecting bad disks.

Aside from block verification on client reads, each
datanode runs a DataBlockScanner in a background thread
that periodically verifies all the blocks stored on the datanode.
This is 1o guard against corruption due to “bit roc” in the
physical storage media.

Since HDFS stores replicas of blocks, it can “heal”
corrupted blocks by copying one of the good replicas to
produce a new, uncorrupt replica. The way this works is that
if a client detects an error when reading a block, it reports
the bad block and the datanode it was trying to read from to
the namenode before throwing a ChecksumException. The
namenode marks the block replica as corrupt, so it doesn’t
direct clients to I, or try to copy this replica to another
datanode. It then schedules a copy of the block to be
replicated on another datanode, so its replication factor is
back at the expected level. Once this has happened, the
corrupt replica is deleted.

P, N

| \ . .
Q.1 /Explain the following:

(a) localfilesystem

(b) checksumfilesystem

Ans.(a) LocalFileSystem : The Hadoop LocalFileSystem

performs client-side checksumming. This means that when
you write a file called filename, the filesystem client
transparently creates a hidden file,. filename.crc, in the same
directory containing the checksums for cach chunk of the
file. Like HDFS, the chunk size is controlled by the 10 bytes
per checksumproperty, which defaults to 512 bytes. The chunk
size is stored as metadata in the .cre file, so the file can be
read back correctly even if the setting for the chunk size has
changed. Checksums are verified when the file is read, and
if an error is detected, LocalFileSystem throws a
ChecksumException.

Checksums are fairly cheap to compute (in Java, they
are implemented in natjve code), typically adding a few
percent overhead to the time to read or write a file, For most
aRpIicalions‘ this is an acceptable price to pay for data integrity.
Itis, however, possible to disable checksums: typically when
_Ihc underlying filesystem supports checksums natively. This
's accomplished by using RawLocalFileSystem in place of
LocalFileSystem. To do this globally in an application, it
suffices to remap the implementation for file UR|s by setting

——

the property fs.file.impl to the value org.apache.hadoop.fs
.RawLocalFileSystem, Alternatively, you can directly create
aRaw LocalFileSystem instance, which may be useful if you
want to disable checksum verification for only some reads;
for example:

Configuration conf= ..,

FileSystem fs = new RawLocalFileSystem();
fs, initialize(null, conf);
Configuration conf=...
FileSystem fs = new RawLocalFileSystem();
fs, initialize(null, conf);

Ans.(b) ChecksumFileSystem

LocalFileSystem uses ChecksumFileSystem to do its work,
and this class makes it easy to add checksumming to other
(nonchecksummed) filesystems, as ChecksumFileSystem is
Just a wrapper around FileSystem. The general idiom is as
follows:

FileSystem rawFs = ..,

FileSystem checksummedFs = new
ChecksumFileSystem(rawFs);

The underlying filesystem is called the raw filesystem,
and may be retrieved using the getRawFileSystem() method
on ChecksumFileSystem. ChecksumFileSystem has a few
more useful methods for working with checksums, such as
getChecksumFile() for getting the path of a checksum file
for any file. Check the documentation for the others. If an
error is detected by ChecksumFileSystem when reading a
file, itwill call its reportChecksumFailure() method. The default
implementation does nothing, but LocalFileSystem moves the
offending file and its checksum to a side directory on the
same device called bad_files. Administrators should
periodically check for these bad files and take action on them.

e
—

Aplain writable collections,

Ans. Writable collections

There are six Writable collection types in the
org.apache.hadoop.io package: Array Writable, Array
PrimitiveWritable, TwoDArrayWritable, MapWritable, Sorted
MapWritable, and EnumSetWritable.

ArrayWritable and TwoDArrayWritable are Writable
implementations for arrays and two-dimensional arrays (array
of arrays) of Writable instances. All the elements of an
ArrayWritable or a TwoDArray Writable must be instances
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of the same class, which is specified at construction, as
follows:

ArrayWritable writable = new ArrayWritable(Text
class);

In contexts where the Writable is defined by type, such
as in SequenceFile keys or values, or as input to MapReduce
in general, you need to subclass ArrayWritable (or
TwoDArrayWritable, as appropriate) to set the type statically.
For example:

public class TextArrayWritable extends ArrayWritable {
public TextArrayWritable() {

super(Text .class);

}
}

ArrayWritable and TwoDArrayWritable both have
get() and set() methods, as well as a toArray() method, which
creates a shallow copy of the array (or 2D array).

ArrayPrimitiveWritable is a wrapper for arrays of Java
primitives. The component type is detected when you call
set(), so there is no need to subclass to set the type.

MapWritable and SortedMapWritable are
implementations of Java.util.Map<Writable, Writable> and
Java.util.SortedMap<WritableComparable, Writable>,
respectively. The type of each key and value field is a part of
the serialization format for that field. The type is stored as a
single byte that acts as an index into an array of types. The
array is populated with the standard types in the
org.apache.hadoop.io package, but custom Writable types are
accommodated, too, by writing a header that encodes the
type array for nonstandard types. As they are implemented,
MapWritable and SortedMap Writable use positive byte values
for custom types, so a maximum of 127 distinct nonstandard
Writable classes can be used in any particular MapWritable
or SortedMapWritable instance. Here’s a demonstration of
using a MapWritable with different types for keys and values:

Mapiiritable src = new MapWritable();

src.put(new IntWritable(1), new Text(“cat™));
sre.put(new VIntWritable(2), new LongWritable(163));
Mapiritable dest = new MapWritable();
WritableUtils.clonelnto(dest, src);

assertThat((Text) dest.get(new IntWritable(])) ;
Text(“cat™))); (1)), is(new

assertThat ((LongWritable) dest.get(new

VintWritable(2)), is(new
LongWritable(163)));

Conspicuous by their absence are Writable collection
implementations for sets and lists. A general set can be
emulated by using a MapWritable (or a SortedMapWritable
for a sorted set), with NullWritable values. There is also
EnumSetWritable for sets of enum types. For lists of a single
type of Writable, ArrayWritable is adequate, but to store
different types of Writable in a single list, you cun use
GenericWritable to wrap the elements in an Array Writable.
Alternatively, you could write a general ListWritable using
the ideas from MapWritable.

@hphﬂ'n custom comparator.

Ans. Custom Comparators : Writing rawcomparators
takes some care, since you have to deal with details at the
byte level. It is worth looking at some of the implementations
of Writable in the org.apache .hadoop.io package for further

ideas, if you need to write your own. The utility methods on
WritableUtils are very handy, too.

Custom comparators should also be written to be
RawComparators, if possible. These are comparators that
implement a different sort order to the natural sort order
defined by the default comparator. Example shows a
comparator for TextPatr, called First Comparator, that
considers only the first string of the pair. Note that we override

the compare() method that cakes objects so both compare()
methods have the same semantics.

Example : A custom RawComparator for comparing the
first field of TextPair byte representations

Solution :

public static class FirstComparator extends
WritableComparator {

private static final Text.Comparator TEXT_COMPARATOR
= new Text .Comparator();

public FirstComparator() {
super(TextPair.class);

}

@Override

public int compare(byte[] bl, intsl, intL1,
byte[] b2, int s2, int L2) {

try {




decodc\'lulSizc{bl[sl]) +
decodeVintSize(b2[s2)) +

~compare(bl, sl, firstL1, b2,

ritableComparable a,

instanceof TextPair) {
areTo(({TextPair) b). first);

II
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write a reference handle 1o the first occurrence, which
occupies only S bytes. However, reference handles don't work
well with random access, since the referent class may occur
at any point in the preceding stream that is, there is state
stored in the stream. Even worse, reference handles play
havoc with sorting records in a serialized stream, since the
first record of a particular class is distinguished and must be
treated as a special case.

All these problems are avoided by not writing the
classname to the stream at all, which is the approach that
Writable takes. This makes the assumption that the client
knows the expected type. The result is that the format is
considerably more compact than Java Serialization, and
random access and sorting work as expected since each
record is independent of the others (so there is no stream
state).

Java Serialization is a general-purpose mechanism for
serializing graphs of objects, so it necessarily has some
overhead for serialization and deserialization operations,
What's more, the deserialization procedure creates a new
instance for each object deserialized from the stream.
Writable objects, on the other hand, can be (and often are)
reused. For example, for a MapReduce job, which at its core
serializes and deserializes billions of records of just a handful
of different types, the savings gained by not having to allocate
new objects are significant.

In terms of extensibility, Java Serialization has some
support for evolving a type, but it is brittle and hard to use
effectively (Writables have no support: the programmer has
to manage them himself).In principle, other languages could
interpret the Java Serialization stream protocol (defined by
the Java Object Serialization Specification), but in practice
there are no widely used implementations in other languages,
so it is a Java- only solution. The situation is the same for
Writables.

MI was similar. Effective,
ommunications are critical é::;ﬁl!y do we need WritubleComparable?
| to precisely control how OR

nd buffers are handled, and
those. The problem is that
e criteria for a serialization
1, fast, extensible, and

compact: it writes the
ritten to the stream this is

What happens if WritableComparahle is not
present?

Ans. We need to make our custom type, comparable if we
want 1o compare this type with the other. We want to make
our custom type as a key, then we should definitely make our

true of classes that implement java.io.Serializable or
Java.io.Externalizable. Subsequent instances of the same class
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key type as WritableComparable rather than simply Writable.
This enables the custom type to be compared with other types
and it is also sorted accordingly. Otherwise, the keys won’t
be compared with each other and they are just passed through
the network.

I we have made our custom type Writable rather than
WritableComparable our data won’t be compared with other
data types. There is no compulsion that our custom types
need o be WritableComparable until unless if it is a key.
Because values don’t need to be compared with each other
as keys.

If our custom type is a key then we should have
WritableComparable or else the data won't be sorted.

Q.16 How to make our custom type, WritableComparable?

Ans. We can make custom type a WritableComparable by
following the method below:

public class add implements writableComparable {

public inta;

public int b,

public add( ){

this.a=a;

this. b=b;

H

public void write( DataOutput out) throws IOException {

out.writcint(a);

out.writcint(b);

H

public void readFields(Datalnput in) throws
[0Exception {

a = in.readint();
b = in.rcadint();
H

public int CompareTo(add c){
int presentValue=this.value;
int CompareValue=c.value;

return (presentValue < CompareValue 7 -1 :

(presentValue = = CompareValue 20: 1))

J
public int hashcode() {

return In
IntTolntl

)
}
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Hadoop uses its own serialization format, Writables,
which is centainly compact and fast, but not so €asy 10 extend
or use from languages other than Java,

The Writable Interface : The Writable interface defines
two methods: one for writing its state 1o a DataOutput binary
stream by using write(), and one for reading its state from a
Datalnput binary stream by using readFields(}as below -
package org.apache hadoop.io;
import java.io. DataOutput,
impor java.io. Datalnput;
import java.io. IOException;
public interface Writable
void write(DztaOutput out) throws IOException;
void readFields( Datalnput in) throws IOException;
We will use IntWritable, 2 wrapper for z Java int. We
can create one and set its value using the set() method
IntWritable writable = new IntWritable()
writable set( 163);
E'c.u:u.'u-.:n.'i’-. we can use the constructor that takes

the integer value:

IntWritable writable = new IntWritable(

write a small helper method that wraps 2 J

ArrayOutputStream in a java.io.Data Outpu

Capture the byt ed strez

public static byte[] serialize(Writable writzble) throws
IOException

Bvte A rravl hutn S'( am Out = new
SYicAmayLulputdiream ou }

Byte ArrayOuiputStream():
DataOutputStream dataOut = new DataOutpuiSt ca

writable. write(dataOut);

dataOut.close();

return out.toByteArray();

4

An integer is written using four bytes
byte[] bytes = serializelw ritable);

* assertThat(bytes.length, is(4));

—{(B.Tech. Vil Sem ) C.5. Goloed Fopers)
The bytes are written in big-cndian order and we can
see their hexadecimal represestation by using a method on
Hadoop’s StringUtils:
nsenThst(StringUliIs.byuTochString(bytel).
is("000000a3" ),
Let's try deserialization. Agsin, we create
method 10 read a Writable object from a byte array

public static byte[] deserialize( Writable writable, bye(]

4 helper

bytes)
throws IOException
{
ByteArraylnputStream in = new
BmArraylnputSuea:n(bms):
DatalnputStream dataln = new DatalnputStream(in),
writabic,rcadFiclds(dauInJ,
dataln.close();
tetum bytes;

I §

We construct a new, value-less, IntWritable, then call
deserialize() to read from the output data that we just wrote.
Then we check that its value, retrieved using the get() method,
isthe original value, 163;

IntWritable newWritable = new IntWritable();

deserialize(ne wWritable, bytes);

assertThat{new Writable get(), 1s{163));

WritableComparable and Comparators

IntWritable implements the WritableComparable
terface, which is just a subinterface of the Writable and

javz.lang.Comparable interfaces:

package org.apache.hadoop.io;
interface WritableComparable<T> extends
Writable, Comparable<T>

1

Comparison of types is crucial for MapReduce, where
there is 2 sorting phase during which keys are compared with
one another. One optimization that Hadoop provides is the
RawComparator extension of Java's Comparator-

package org apache. hadoop.io;

import java.util. Comparator,

1
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rite detailed note on writable wrapper class.

Ans, Toxt t Text is a Writable for UTF-8 sequences. It can
be thought of as the writable equivalent of java.lang.String.
Text ix a replacement for the UTF8 class, which was
deprecated because it didn't support strings whose encoding
was over 32,767 bytes, and because it used Java's modified
UTEF-8.

Ihe Text class uses an Int (with a variable-length
encoding) to store the number of bytes in the string encoding,
$0 the maximum value is 2 GB. Furthermore, Text uses
standard UTF-8, which makes it potentially easier to
interoperate with other tools that understand UTF-8.

Indexing : Because of its emphasis on using standard
UTF-8, there are some differences between Text and the
Java String class. Indexing for the Text class is in terms of
position in the encoded byte sequence, not the Unicode
character in the string, or the Java char code unit (as it is for
String). For ASCII strings, these three concepts of index
position coincide. Here is an example to demonstrate the use
of the charAt() method:

Text t = new Text ("hadoop’’);

assertThat(t.getlength(), is(6));

assertThat (t.getBytes(). length, is(6));

assertThat(t.charAt(2), is((int) 'd")),

assertThat(" Out of bounds”, t.charAt(100), is(-1));

Notice that charAt() returns an int representing a
Unicode code point, unlike the String variant that returns a
char. Text also has a find() method, which is analogous to
String’s IndexOf():

Text t = new Text("hadoop”);

assertThat("Find a substring”, t.find("'do""), is(2));

assertThat("Finds first ‘0", t.find("0"), is(3)):

assertThat ("Finds "o’ from position 4 or later",
t.find("0"”, 4), is(4));

assertThat(""No match”, t.find("'pig")}, is(-1));

Unicode : When we start using characters that are encoded
with more than a single byte, the differences between Text
and String become clear. Consider the Unicode characters
shown in Table.

e

Table : Unicode characters

[Unicade code U+0041 U+00DF | U+6771 U+10400

point

Nane LATIN LATIN N/A (a DESERET
CAPITAL SMALL |unified Hen | CAPITAL
LETTER A LLETTER |ideograph) | LETTER LONG

SHARP S 1

_IT'TI-‘-ﬂ code 4] ¢3 9f e69d bl 10 90 90 80

units

Juva w0041 \u00DF \u6771 \uuD80!\uDCO00

representation

All but the last character in the table, U+10400, can be
expressed using a single Java char. U+10400 is a
supplementary character and is represented by two Java
chars, known as a surrogate pair. The tests in Example |
show the differences between String and Text when
processing a string of the four characters from Table.

Example 1 : Tests showing the differences between
the String and Text classes

public class StringTextComparisonTest {

(@Test

public vold string() throws UnsupportedEncodingException {
String s = "\u004 1\u00DF\u677 1\uD80 1\uDCO00"";
assertThat(s.length(), is(5)):

assertThat (s.getBytes("UTF-§"), length, is(10))};

assert That(s. indexOf('"\u0041"), is(0));
assertThat(s.indexOf(""\uaODF""), is(1));

assertThat(s. indexOF("\u6771"}, is(2));

assertThat (s. indexOF("\uD8o1\uDC00"), is(3));

assert That(s.charAt(0), is(' w0041");
assertThat(s.charAt(1), is("\uOODF")); |
assertThat(s.charAt(2), is("\u6771");
assertThat(s.charAt(3), is("\uD801");
assertThat(s.charAt(4), is("\uDC00");

assenThat(sl.codePointAt(O), is(0x0041));
assertThat(s.codePointAt(1), is(0x00DF));
assertThat (s.codePointAt(2), is(0x677 D)

m
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assent Thays codePoimtAr(3), i(0x10400));

!
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@Test
Pebinc voud =) |

Towx1=new Toxt (w1 wdDF w6 771 'aDSN wDON {:
Essent Thaiy geel angehi} 100k

ssertThee (1 fnd~aB41 "} s (00

s Thane Smd~wMDF L 5(1)k

essem T {2 findi~ w8 7717L, 8 30k
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ﬁ’lﬂo&ﬂlﬂngi‘owﬂ!ﬂuuﬂgwﬂom
<har code usits it contins {5, one from esch of the first three
Eharacers m e string, and 2 surrogate pair from the last).
whereas the length of 2 Text object 1s the nomber of bytes in
s UTF-3 encoding (10 = [+2+3+4), Similarty. the Index(Of()
method in Siring refurns an index in char code units. and
find() for Texz is a byte offser.

The charAx() method in String returns the char code
:uﬁau:rnn%nulnﬂa.!rmnri.:nﬂuno?gowﬁns:
will not represent 2 whole Unicode character. The code
PomtAl ) method, indexed by char code unit, is needed 10
retrieve a single Unicode character represented as an int. In
fact, the charAi{) method in Text is more like the
codePointAt() method than its namesake in String. The only
difference is that it is indexed by byte offset.

Iteration : lterating over the Unicode characters in Text is
complicated by the use of byte offsets for indexing, since
you can't just increment the index. The idiom for iteration is
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a little obscure (see Example 2): turn the Text object into a
Javamo.ByteBuffer. then repeatedly call the
bytesTeCodePoint() static method on Text with the buffer.
This method extracts the next code point as an int and updates
the position in the buffer. The end of the string is detected
when bytesToCodePoint() returns —1.

Example 2 : lterating over the characters in a Text
object

public class Textlterator {

public statxc void main(String(] args) {
ext1=new Text("w004 1'w00DFw6771'wD80I\ UDC00") :

ByteBuffer buf = ByteBuffer wrap(t.getBytes(), 0,
tgetLength());

it cp;

while (buf hasRemaining() && (cp=

Text bytesToCodePoint{buf)) != - 1) {

System. out printin{integer. toHexString{cp));

Running the program prints the code points for the four
characters in the string:

% hadoop Textlterator
4]

df

6771

10400

Mutability : Another difference with String is that Text is
mutable (like all writable implementations in Hadoop, except
NullWritable, which is a singleton). You can reuse a Text
instance by calling one of the set() methods on it. For example
Text t = new Text("hadoop”),
Lset("pig”);
assertThat (t.getlength()}, is(3));

assert That (t.getBytes(). length, 15(3));

In some situations. the byte array returned by the
getBytes() method may be longer than the length returned
by getLength( ):

Text t = new Text("'hadoop”);

Lset(new Text("pig "))

assert That(t.getlength(), is(3));

assert That("’Byte length not shortened”, t.getBytes(}.
length,

18(6))

This shows why it is imperative that you always call

getLength() when calling getBytes(), so you know how much
of the byte array is valid data

Resorting to String : Text doesn’t have as rich an
API for manipulating strings as java. lang. String, so in many
cases, you need to convert the Text object to a String. This is
done in the usual way, using the toString() method:

assertThat (new Text (""hadoop’').toString{),
15{"hadoop”));

BytesWritable

BytesWritaule is a wrapper for an array of binary data. Its
serialized format is an integer field (4 bytes) that specifies
the number of bytes to follow, followed by the bytes
themselves. For example, the byte array of length two with
values 3 and 5 is serialized as a 4-byte integer (00000002)
followed by the two bytes from the array (03 and 05)

BytesWritable b = new BytesWritable(new byte[] | 3,
3

byte(] bytes = serialize(b),

assertThat (StringUtils byte ToHexString(bytes),
1s("000000020305)),

BytesWritable is 1
by calling its set() method. As with Text, the size of the byte
getBytes()

able, and its value may be changed

from the
BytesWritable—the capacity
of the data stored in the BytesWritable. You can determine

array returned method for

may not reflect the actual size

the size of the BytesWritable by calling get Length(). To
demonstrate

—(80R
b.setCapacity( 1)

assert lhat(b.getLength(), 1s(2));

ummn:_._::Ac.mﬁ_:ﬁcﬂu._gmﬂ?.:.:_:.. w
NullWritable _
~

NullWritable is a special type of Writable, as it
zero-length serialization. No bytes are written to, or read f
the stream. It is used as a placeholder; for examp
MapReduce, a key or a value can be declared
NullWritable when you don’t need to use that posit
effectively stores a constant empty value. NullWritab)
also be useful as a key in SequenceFile when you
store a list of values, as opposed to key-value pairs. It
immutable singleton: the instance can be retrieved by
NullWritable.get().

OE..nn_s::nv_n and GenericWritable

ObjectWritable is a general-purpose wrapper
following: Java primitives, String, enum, Writable,
arrays of any of these types. It is used in Hadoop
marshal and unmarshal method arguments and return

ObjectWritable is useful when a field can be o
than one type: for example, if the values in a Sequ
have multiple types, then you can declare the value
an Objectwritable and wrap each type in an ObjectWri
Being a general-purpose mechanism, it's fairly wa
space since it writes the classname of the wrapped type ey
time it is serialized. In cases where the number of ¢ ‘
small and known ahead of time, this can be im
having a static array of types, and using the index inl@
array as the seralized reference to the type. This l
approach that GenericWritable takes, and you have tosul

it to specity the types to support

0.21 Explain how to implement a custom variable?

Ans. lmplementing a Custom Writable : Hadoop ﬂ
with a useful set of Writable implementations that serve J
purposes, however, on occasion, you may need to write P
own custom implementation. nWith a custom Writab (
have full control over the binary representation and

order. Because Writables are at the heart of the Map
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Ans. The relational operators in Pig are nu (ollows;

COGROUP ¢ 1t joins two or more tables and then perforims
GROUP operation on the jomed table result

CROSS @ This s used to compute the croms product (cartesian
product) of two or iore relations,

FOREACH : This will sterate through the tuples of arelation,

generating a data transformation

JOIN & This s used to jom two or more tables i arelation
LIMIT : Thas will limat the number of output tuples
SPLIT : This will sphit the relation into two or more relations
UNION : It will merge the contents of two relations

ORDER : This 15 used to sort a relation based on one or

more helds

rite a short note on admiring the Pig architecture.

Ans. Admiring the Pig Architecture : Pig is made up ol
Iwo components:

(i) The Lavguage Itsell : The programming language for
Pig is known as Pig Latin, a high-level language that allows
you to write data processing and analysis programs.

(ii) The Pig Latin Compiler : The Pig Latin compiler
converts the Pig Latin code into executable code. The
executable code is either in the form of MapReduce jobs or
it can spawn a process where a virtual Hadoop instance is
created to run the Pig code on a single node.

The sequence of MapReduce programs enables Pig
programs to do data processing and analysis in parallel,
leveraging Hadoop MapReduce and HDFS. Running the Pig
job in the virtual Hadoop instance is a useful strategy for

tenting Yo P seripta. Pigae shows how Py ,L.h”;,‘
o ecomystern
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2 without uny code chinnges, regardlass of what maodg
Cluster s running Howevyer, I’Lg SCEIpPEs Cin wlso cun
the Tez AP instend Apache Tez provides womore of
exceution frumework than Maplteduce, YARN ¢y
apphcation frnmewaorks other than MapReduce (hike
puan an Hadoop Hive canalso ran ngainst the Tez fram

17 Eplain grunt.

Ans, Grant s Count has lineeditimg facilities hike thos
e GNUE Readline Cused e the bash shell and many
cotmmand-bine apphications). For mstanee, the Culs
combimation will move the cursor 1o the end of the ling,
remetnbers command history, too, and you can recall
the history batter using Cul-? or Cul-N (for previ
next) o cquivalently, the up or down carsor keys,

Another handy feature is Grunt's cmnp'
mechanism, which will try to complete Pig Latin key
and functions when you press the Tab key, For e
consider the following incomplete line:

grunt=a = Jorcach b ge

If you press the Tab key at this point, ge will ex

generate, a Pig Latin keyword:
grunt= a = foreach b generate

You can customize the completion tokens by
a file named auto complete and placing it on Pig’s ¢l
(such as in the confdirectory in Pig’s install directo
the directory you invoked Grant from. The file shou
one token per line, and tokens must not cont
whitespace. Matching is case-sensitive, [t can be ve
to add commonly used file paths (especially because
not perform file-name completion) or the names of
defined functions you have created.
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You can get a list of commands using the help command
When you've finished your Grunt session, you can exit with
the quit command.

i Ey do we meed Apache Pig?

Anms. Programmers who are not so good at Java normally
used o struggle working with Hadoop, especially while
performing any MapReduce tasks Apache Pig 1s a boon for
all such programmers

Using Pig Latin, programmers can perform
MapReduce tasks easily without having to type
complex cces in Java

*  Apache Pig uses multi-query approach, thereby
reducing the lefigth of codes. For example, an operation
that would require youto type 200 lines of code (1 0C)
in Java can be easily done by typing as less as just 10
LoC in Apache Pig. Ultimately Apache Pig reduces
the development time by almost 16 times.

*  Pig Latin is SQL-like language and it is casy to learn
Apache Pig when you are familiar with SQL

Apache Pig provides many built-in operators to support
data operations fike Joins, filters, ordering, erc. In
addition, it aiso provides nested data types like tuples,
bags, and maps that are missing from MapReduce.

'm ¥rite the features of Pig.

——

Ans. Features of Pig : Apache Pig comes with the following

features :

1. Rich set of operators : It provides many operators
to perform operations like join, sort, filer, etc.

2. Easy of programming : Pig Latin is similar to SOL
and it is easy 10 wrile a Pig script if you are good at
SQL.

3. Optimization opportunities : The tasks in Apache
Pig optimize their execution automatically, so the
programmers need to focus only on semantics of the
language.

4. Extensibility : Using the existing operators, users can

develop their own functions to read, process, and write
data.

UDF's : Pig provides the facility to create User-defined
Functions in other programming languages such as Java
and invoke or embed them in Pig Scripts.

ﬂl.. (VIll Sem.) €.8. Kolved Papers

6. Handles all kinds of data : Apache Pig analyzes all
kinds of data, both structured as well as unstructured,
It stores the results in HDFS

0 Write the differences hetween Apache Pig and
apReduce,

——————
Ans. Apache Pig Vs MapReduce : [ isted below are the
major differences between Apache Pig and MapReduce.

Mapkcciuu__
MapReduce is a data
processing paradigm.

Apache Pig _

Apache Pig is a data flow
language.

Itis a high level language, MapReduce is low level
and rigid

Performing a Join operation
i Apache Pig is pretty
simple

It is quite difficult in
MapReduce (o perform a
Join operation between
datasets,

Any novice programmer
with a basic knowledge of
SQL can work conveniently
with Apache Pig,

I;xposurr; to Java is must
to work with
MapReduce.

Apache Pig uses multi-query
approach, thereby reducing
the length of the codes to a
great extent.

-—_—
MapReduce will require
almost 20
times more the number
of lines to perform the
same task,

There is no need for E
compilation. On

MapReduce jobs have a
long compilation

execution, every Apache Pig | process,
operator is converted
internally into a MapReduce
Job.
e ]

—
‘E;.zl ;;.vp{ufrr Pig Latin appfication Sow,

Ans. Atits core, Pig Latin is a dataflow
define a data stream and

language, where you
a series of transformations that are
applied to the data as it flows through your application. This
15 1n contrast to a control flow language (like C or Java),
where you write a series of instructions,

In control flow languages, you use constructs Jike loops
and conditional logic (like an if statement). You won't find
loops and if statements in Pig Latin.

If you need some convincing that working with Pig is
a significantly easier row to hoe than having to write Map

13@ Data Analytics)

and Reduce programs, stant by taking a look at some real Pig
synax:

A = LOAD "data_file.tet';
;3 = GROUP ...,

(, = FILTER ...;

bUMP B;

STORE C INTO ‘Results’;

Some of the text in this example 'acm?lly iookf like
English, right? Not too scary, at lust at this po:nt._Luoksngat
each line in turn, you can see the basic flow of.a PlgProyam.
(Note that this code can either be part of a script or issued on
the interactive shell called Grunt.)

. Load: You first load (LOAD) the data you \.wam to
:lna:l.:i';ulate. As in a typical MapReduce job, that data is stored
in HDFS. For a Pig program to access the data, you first 1ell
Pig what file or files to use. For that task, you use the LOAD
‘data_file’ command.

Here, ‘data_file’ can specify either an HDFS !'nl: ora
directory. If a directory is specified, all files in that directory
are loaded into the program. .

the data is stored in a file format that isn’t nalwf y
ncccss:ll;le to Pig, you can optionally add the USING funcu.on
to the LOAD statement to specify a user-defined function
that can read in (and interpret) the data.

2. Transform: You run the data through a set of
transformations that, way under the hood and far rt_:muvcd
from anything you have to concern yourself with, are

translated into a set of Map and Reduce tasks.

el ~1pglol0lo

The transformation logic is where all the data
manipulation happens. Here, you can FILTER out rows that
aren’t of interest, JOTN two sets of data files, GROUP data
to build apgregations, ORDER results, and do much, much

more.

3, Dump: Finally, you dump (DUMP) the results to the screen or
Store (STORE) the results in a file somewhere.

You would typically use the DUMP command to send
the output to the screen when you debug your programs.
When your program goes into production, you simply change

o~

the DUMP call to a STORE call so that any results from
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Q.23 What are the advantages ef using Pig over
Mapreduce?

Ans. In Mapreduce :

() Development cycle is very long. Writing mappers and
reducers, compiling.

(i) Packaging the code, submitting jobs, and retrieving the
results is a time.

(i) Consuming process.
(iv) Performing Data set joins is very difficult.

(v) Low level and rigid, and leads to a great deal of custom
user code that is hard to maintain and reuse is complex.
In pig :

() No need of compiling or packaging of code. Pig

operators will be converted into map or reduce tasks
internally.

(i) Pig Latin provides all of the standard data-processing
operations, such as join, filter, group by, order by, union,
ele.

- (iii) High level of abstraction for processing large data sets.

\plain Pig script interfaces in Hadoop.

Ans. The Pig programming language is designed to handle
any kind of data tossed its way — structured, semi structured,
unstructured data, you name it. Pig programs can be packaged
in three different ways:

1, Script: This method is nothing more than a file
containing Pig Latin commands, identified by the .pig
suffix (FlightData.pig, for example). Ending your Pig
program with the .pig extension is a convention but not
required. The commands are interpreted by the Pig
Latin compiler and executed in the order determined
by the Pig optimizer.

2. Grunt: Grunt acts as a command interpreter where
you can interactively enter Pig Latin at the Grunt
command line and immediately see the response. This
method is helpful for prototyping during initial
development and with what-if scenarios, '

3. Embedded: Pig Latin statements can be executed
within Java, Python, or JavaScript programs,

~(B.Tech. (VI Sem ] C.S. Solved h.n?._.mu

Pig scripts, Grunt shell Pig commands, and embedded
Pig programs can run i either Loc

mode.

mode or MapReduce

The Grunt shell provides an interactive shell 1o submit
Pig commands or run Pig scripts. To start the Grunt shell in
Interactive mode, just submit the command pig at your shell

To specify whether a script or Grunt shell is executed
locally or in Hadoop mode just specify it in the-x flag to the
pig command. The following is an example of how you'd
specify running your Pig script in local mode -

pig-x local milesPerCarrier.pig

Here's how you'd run the pig script in Hadoop mode,
which is the default if you don’t specily the tlag:

pig -x mapreduce milesPerCa er.pig
[Note : By default, when you specify the Pi

18 Cor
parameters, it starts the Grunt sh Hadoop mode. to st

the Grunt shell in local mode just add the -x focal flag (o the command
Here is an example : pig -x local)

Q.25 Explain nested model and also explain interactive
modes of Pig.

Ans. Pig Latin has a fully-nestable data model with Atomic
values, Tuples, Bags or lists, and Maps. This implies one data
type can be nested within another, Pig Latin Nested Data
Model s shown in the followi

Fig. 1

The advantage is that this is more natural to
programmers than flat Tuples. Also, it avoids expensive joins.

.._2_..“ Data l:mmcr k

Now we will look into different execution modes pig works

m

. 4
Interactive Mode : Interactive mode means coding and
exccuting the script, line by line, as shown in the image given

of MapKedi
below

unaware of 1
than the nata

file Edit View Starch Terminal Help

[training@localhost ~]3 pig

. . Pigisa
grunt> custoser » LOAD ‘/data/customer.dat’ AS (¢ 1d, city, nase)[]

One criticism
is very long. !
and packaging
the results is i

Fig. 2
Batch Mode : In Batch mode, all scripts are coded in a file
with the extension .pig and the file is directly executed as

i i screaming, win
shown in the dig g

am given below :

the experience i

to process lerab

File Exl View Search TJerminal Help lines C\T*m mlmn_._

trainingdlocalnost -|s pig ayscrapt.piq]

Yahoo! tv make

mine the huge d

Fig.3 programmer wri

_ commands for ix

program, as it is w

Part-C M sample run on a re
T

you can see whethe

unleashing it on the
26 Write detailed note on Pig. i
Pig was desi

] i . . of the processing p
Ans. Pig raises the level of abstraction for processing large

datasets. MapReduce allows you the programmer to specity
amap function followed by a reduce function, but working
out how to fit your data processing into this pattern, whicl
often requires multiple MapReduce stages, can be a challenge.
With Pig, the data structures are much richer, typically being
multivalued and nested; and the set of transformations you
can apply to the data are much more powerful-they include
joins, for example, which are not for the faint of heart in

MapReduce.

Pig is made up of two pieces:

filtering, grouping, an
functions (UDFs). 1
data model, so they
operators. As another.
than the libraries deveh

Pig isn’t suitable
Like MapReduce, it is¢
If you want to perfor
amount of data in a lar
well, since it is set up
s The language used 1o express data flows, called Pig large portions of it.
Latin. In some case:
programs wrilten in
narrowing with cach
sophisticated algorit
operators. It's fair w
a lot of effort opti
quertes in Pig Latia

e The execution environment to run Pig Latin programs.
There are currently two environments: Local execution
inasingle JVM and distributed execution on a Hadoop
cluster.

A Pig Latin program is made up of a series of
operations, or transformations, that are applied to the input
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in the image given

Aode : lntcractive mode
wtmb\ line, as shown

Asa. ¥ig raescs G bovel of abstraction for processing large
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Wi Pag e data sruciurcs are much richer, typically being
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Fig is made up of two pieces:

e The anguay wscd w .

: capress data flows, called Pig

*  Theonecsion cavisonmen A
ko run Pig Latia programs

Mﬂmmmimf[u:” e

= & sogie VM and distr bused s

PR execution on a Hadoop

A Vig Latia peognam |

s P
i, of wantlonmation; Mm b ?f' soses of
#r¢ applied 1o the input

Taken as @ whole, the Operatigy,

data to produce outpul. :
Jescribe a data flow, which the Pig execution CnVIronme,
1o an executable repruscnmtion and then rypg

ig turns the (ransformations into a Seriey
but as a programmcr you are mostly
4 1o focus on the data rathe,

franslates in
Under the cOvers, P

of MapReduce jobs,
f this, which allows yo

than the nature of the execution-

Pigis a seripting language for exploring 12
One criticism of MapReduce is that the development cycje
is very long. Writing the mappers and reducers, cOmpiling
and packaging the code, submitting the job(s), and retrieving
the results is 2 time-consuming business, and even with
screaming, which removes the compile and package step,
the experience is still involved. Pig’s sweet spol is its ability
to process terabytes of data suing a half-dozes

unaware O
rged Glasets,

simply by is
nsole. Indeed, it was created @

lines of Pig Latin from the co
Yahoo! to make it easier for researc
mine the huge datasets there. Pig is v
programmer writing a query, since 1
commands for introspecting the dara structures
Even more useful, it can performé
ative subset of your input caid, 0
befor

hers and engincers @
ery supportive of 2
t provides severd
in you

program, as it is writlen.
sample run on a represent
you can see whether there are errors in the processiiz
unleashing it on the full dataset.

Pig was designed 10 be extensible. Virtually ail pas
of the processing path are customizable: Loading. storing
filtering, grouping. and joining can all be altered by user-defind
functions (UDFs). These functions operale on Pig’s nes
data model, so they can integrate very deeply with pigs
operators. As another benefit, UDFs tend to be more reus

abké
than the libraries developed for writing MapReduce progra®

Pig isn’t suitable for all data processing tasks, howev
O [ldﬂu

Like MapReduce, it is designed for batch processing

l:ni:‘m‘::”: = !Jerform a query that touches only @ 5“‘3“

well, since ::: I;: large dataset, then Pig will not peri®
up to scan the whole dataset, or 41 I

large portions of it.

a lot of imizi
of effort optimizing Java MapReduce code; wrl?
Queries in Pig Latin will save you time.

S ———
e ————

e a’; some cases, Pig doesn’t perform as el &
mifwms wf’“m in MapReduce. However, the gap i$
sophisti B wl;hj mh release, as the Pig team impidi" j

. airto say that unless you are wl“lﬂg 1o in‘a’.ﬁg

/ I



APPLYING STRUCTURE TO
Hapoor Data wite Hive

IMPORTANT QUESTIONS

ParT-A Q.3\ What are the features of hive?
Ans. Features of Hive
e It stores schema in a database and processed data

Wiat is Hive?

Ans. Hive : Hive is a data warchouse infrastructure tool to
process structured data in Hadoop. It resides on top of Hadoop
to summarize Big Data, and makes querying and analyzing
easy. Initially Hive was developed by Facebook. later the
Apache Software Foundation took it up and developed it
further as an open source under the name Apache Hive. It is
used by different companies. For example, Amazon uses it in
Amazon Elastic MapReduce.

Q.2 What is the difference between an external table
and a managed rable in Hive?

Ans. Difference between an external table and a
managed table

( External Table _

External tables in Hive
refer to the data that is at
an existing location
outside the warehouse

Managed Table

Also known as the internal
table, these types of tables
manage the data and move it
into its warehouse directory

directory by default

Hive an_om.nu the If one drops a managed m
metadata information of | table, the metadata

a table and does not nformation along with the
change the tabie data { table data is deleted from the |

present in HDFS | Hive warchouse directory |

into HDFS.

e It is designed for OLAP.

* It provides SQL type language for querying called
HiveQL or HQL.

* [tis familiar, fast, scalable. and extensible

Q.4 What is a partition in Hive?

Ans. Partition in Hive : Partition is a process for grouping
similar types of data together based on columns or partition
keys. Each table can have one or more partition keys to

identify a particular partition.

in RDBMS. The metadata is not stored in HDFS, because
HDFS read/write operations are time-consuming. As such,
Hive stores metadata information in the metastore using

i BOA T
BDA.7T |

&

Big Data Analy

RDBMS instead of HDFS. This allows us to achieve low

latency and is faster

Low Latency

Fig.

Q.7 Whar are the components used in Hive query
processors?
— ———

Ans. The components used in Hive query processors are:

e Parser

e  Semantic Analyzer

e  Execution Engine

e  User-Defined Functions
*  Logical Plan Generation
e Physical Plan Generation
e  Optimizer

s  Operators

s  Type checking

ParT-B

Q.5 Why is partioning required in Hive?

Ans. Partitioning provides granularity in a Hive table. It
reduces the query latency by scanning only relevant
partitioned data instead of the entire data set. We can partition
the transaction data for a bank based on month — January,
February, etc. Any operation regarding a particular month,
say February, will only have to scan the February partition,

rather than the entire table data.

Q.6 Wiy does Hive not store metadata information in
HDFS?

—

—_—
Ans. We know that the Hive's data is stored in HDFS.

However, the metadata is either stored locally or it is stored

L |
Q.8 \ Give a introduction to hive (hello to Hive).

Auns. Hive provides Hadoop with a bridge to the RDBMS
world and provides an SQL dialect known as Hive Query
Language (HiveQL), which can be used to perform SQL-
like tasks. That’s the big news, but there’s more to Hive than
meets the eye, as they say, or more applications of this new
technology than you can presentin a standard elevator pitch.
For example, Hive also makes possible the concept known
as enterprise data warehouse (EDW) augmentation, a leading
use case for Apache Hadoop, where data warehouses are
set up as RDBMSs built specifically for data analysis and
reporting, Now, some experts will argue that Hadoop (with

Hive, HBase, Sqoop, and its assorted buddies) can replace

the EDW, but we disagree We believe that Apache Hadeop
is a great addition to the enterprise and that it can sugmest

and complement existing EDWs

Closely associated with RDBMS/EDW technology s
extract, transform, and load (ETL) technology. To grasp what
ETL does, it helps to know that, in many use cases, data
cannot be immediately loaded into the relational database -
must first be extracted from its native source, transformed
into an appropriate format, and then loaded into the RDBMS
or EDW. For example, a company or an organization might
extract unstructured text data from an Internet forum,
transform the data into a structured format that’s both
valuable and useful, and then load the structured data into its
EDW.

Hive is a powerful ETL tool in its own right. along with
the major player in this realm: Apache Pig. Again, users may
try to set up Hive and Pig as the new ETL tools for the data
center. (Let them try.) As with the debate over Last but not
least, Apache Hive gives you powerful analytical tools, all
within the framework of HiveQL. These tools should look
and feel quite familiar to IT professionals who understand

how to use SQL.
—————

hat are the key differences between Hive and Pig?

Q9

Ans.

Pig
Uses a high-level _#
procedural language
called Pig Latin for

Hive
It uses a declarative language,
called HiveQL, which is similar

to SQL for reporting.
programming |
Operates on the server-side of Operates on the C :n:ﬂm
the cluster and allows side of the cluster and |
structured data. allows both “
structured and |
unstructured data B
ﬂonm not support the Avro file | Supports Avro file i
format by default. This can be format by default. |
done using
"Org.Apache.Hadoop. |
Hive.serde2.Avro" ] B |
Yahoo developed it !

Facebook developed it and it

supports partition and it does not i

support partition
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Ans. The following component diagram depicts the
architecture of Hive:

plain the architecture of HIVE with neat uh\___s.\A Q.U Explain HIVE CLI clieny,

Ans. The Hive CLI client : To master the finer points of
the Hive CLI client, it might help to revisit the (somewhat
busy-looking) Hive architecture diagram shown in Figure,
we've streamlined the original figure to focus only on the
components that are required when running the CLI.

Unux Tarmens!

i
Meursiore %
Y,

r_....i Drives f

Fig.
This component diagram contains different units. The
following table describes each unit:

software that can create interaction
between user and HDFS. The user
interfaces that Hive supports are Hive
Web Ul, Hive command line, and Hive
HD Insight (In Windows server).

F—.: Name h Operation
User Hive is a data warehouse :53_:3.::".

Meta Store | Hive chooses respective database servers
to store the schema or Metadata of tables,

databases, columns in a table, their data
types, and HDFS mapping.

HiveQL is similar to SQL for querying on

HiveQL
_._dmau schema info on the Metastore. It is one of
Engine the replacements of traditional approach
for MapReduce program. Instead of
writing MapReduce program in Java, we
can write a query for MapReduce job and
" process it.
man.u..ao_. ﬁ The conjunction part of HiveQL process
Engine Engine and MapReduce is Hive Execution

Engine. Execution engine processes the
query and generates results as same as
MapReduce results. It uses the flavor of

.m | MapReduce.
HDFSor | Hadoop distributed file sy
system or HBASE
HBASE | are the data storage techniques to store ﬁ
| data into file system. &

Fig. : The Hive Command-line Inter Face Mode
are needed

Ilustrates the components of Hive 1
when running the CLI on a Hadoop cluster In
Hive in local mode, which uscs local storage. rather than the
HDFS, for your data.

To run the Hive CLI,
and specify the CLI as the service you want 1o run. In Listing
I, you can see the command that's required as well as some
of our first HiveQL statements. (We have included a steps
annotation using the A-B-C model in the listing to direct your
attention to the key commands.)

Listing 1: Using the Hive CLI to Create a Table

IS you run

you execute the Hive command

(A) $ SHIVE_HOME/in hive --service cli

(B) hive > set hive.cli.print.current.db=true:
CREATE DATABASE

(C) hive (default) >
ourfirstdatabase;
OK

Time taken: 3.756 seconds
D) hive (default) > USE ourfirstdatabase;
OK
Time taken: 0.039 seconds
(E) hive (ourfirstdatabase) > CREATE TABLE
our_first_cable

(
> FirstName STRING,
> Lasttiame STRING,
> Employeeld INT);

OK

(Bl Data Anaiytics)—

Time taken: 0.043 seconds

hive (ourfirstdatabase) = quit,
(F)  $Ishome/biadmin/i live/warehouse/ourfirstdatabase .db

our first table

T'he first command in Listing | (see Step A) uEJw the
Hive CLI using the $HIVE HOME environment variable.
Listing 2: Setting Up Apache Hive Environment Variables

in .bashrc
export HADOOP_HOME= /home/user/Hive/hadoop/

hadoop-1.2.1
export JAVA_HOML ~/opt /ydk

export HIVE ‘__C?:m-‘..__c:_i_._un:._:cr._e:._:...c._ 1.0
export PATH=8HADOOP_ HOME/
bin:$HIVE_HOME/bin

$JIAVA_HOML/bin: 3 PATH
1e option directs the Hive

The service cli command
system to start the command-line interface, though you could
have chosen other servers. (*In facl. you can try a few later

tell the Hive CLI to print

in this section.) Next, in Step B, yc
your current working database so that you know where you

are in the namespace. (This statement will make sense after
we explain how to use the next command, so hold tight.)
Continuing in Listing 1, in Step C you use HiveQL'’s data
1 language (DDL) to create your first database.
databases in Hive are simply namespaces
bles reside; because a set of tables can

defin
(Remember tl

where particular
be thought of as a database or schema you could have used

the term SCHEMA in place of DATABASE to accomplish
the same result.) More specifically, you're using DDL to tell
the system to create a database called ourfirstdatabase and
then to make this database the default for subsequent HiveQL
DDL commands using the USE command in Step D. In Step
E, you create your first table and give it the (quite appropriate)
name our_first_table. (Until now, you may have believed that
it looks a lot like SQL, with perhaps a few minor differences
in syntax depending on which RDBMS you're accustomed
to — and you would have been right.)

The last command, in Step F, carries out a directory
listing of your chosen Hive warchouse directory so that you
can see that our_first_table has infact been stored on disk.

You set the hive.imetastore .warehouse .dir variable to
point to the local directory /home/biadmin/Hive/warehouse
in your Linux virtual machine rather than use the HDFS as

After you've created a table. it's ieresting o

the wble s metadata. In production envisonments. you
have dozens of tables or more, 50 '3 heiptul 1o be ab
review the table structure irom time to time You: can
HiveQL command to do this using the Hive CLI but the K
Web Interface (HWI) Server provides a helpful inte
for this type of operation. (Morc on HWI in the next sects
Using the HWI Server instead of the CLI can a

areful consideration must be made when &

more secure. C
the CLI in production environments because the

running the CLI must have access (o the entire Had
cluster. Therefore, system administrators typically put in
tools like the secure shell (ssh) in order to provide cont
and secure access to the machine running the CLI as we
to provide network encryption. However, when the H
Server is employed, a user can only access Hive data allo

by the HWI Server via his or her web browser. S
. Li
Q.12 Write a note on web browser as H1 VE client. site
== = <pre
Ans. The Web Browser as Hive clieat : Using the <nan
CLI requires only one command to start the Hive shell, <vali
when you want to access Hive using a web browser, e
first need to start the HWI Server and then point your brof i o
to the port on which the server is listening. Figure | illust »p
how this type of Hive client configuration might work. (N conte;
that even though you might not be using the Hive Cl </proy
not an optional component and is still present.) Ins,
e - . ssssissnsaner e Q::WH—R ;
hive hwi.list
IP address of
..... the second to
_ this exercise,
sy ] Server now |

[ Hive Deiver Metanora

2 K
L =3 metadata for ¢

Fig. 1 : The Hive Web Interfuce Client Configuration | Listing : Refe
Figure :

The following steps show you what you need
| selecting the

before you can start the HWI Server:
Using the commands in Listing (following this/ ourfirstdatabase

I
configure the SHIVE_HOME/conf/hive-site. .
to ensure that Hive can find and load the HWI'S g\ . = s
server pages. on every clicns-
The HWI Server requires Apache Ant __.uqulﬂ.t server running ¢

2.
50 you need to download more files. Oci:_al - )

from the Apache site at http - / / ant.apaché

bindownload.cgi. i
3

|

you would on a proper Hadoop cluster.




FROM CUSTOMERS ¢ JOIN

ppression: Datu compression cannot only save space
¢ HDFS but also improve performance by reducing the
ull size of input/output operations. Additionally,
npression between the Hadoop mappers and reducers can
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the following response

LT LY TN

llll"lllllb.llllllll‘

_ \ A | 10 | nAME | AGE | AMOUNT |
miprove performance, because less data is passed between it L R LY T T - g4
nodes in the cluster, Hive supports intermediate compression 3 | kaushik re) 3000
between the mappers and reducers as well as table output W "ﬂﬂ“”hr WW “w%
tumpression, Hive also understands how to ingest 4 | Chattald 25 2060
vompressed data into the warehouse. Files compressed with i St LT Ry

Gzip or Bzip2 can be rend by Hive's LOAD DATA command.

Functions: HiveQL provides a rich set of built-in operators,
built-in functions, built-in aggregate functions, and built-in table-
generating functions, To list all built-in functions for any
particulur Hive release, use the SHOW FUNCTIONS
HiveQL command. You can also retrieve information about
& built-in function by using the HiveQL commands
DESCRIBE FUNCTION function name and DESCRIBE
FUNCTION EXTENDED function_name. Using the
EXTENDED keyword sometimes returns usage examples
tor the specitied built-in function. Additionally, Hive allows
users to create their own functions, called user-defined
functions, or UDFs. Using Hive's Java-based UDF
tramewaork, you can create additional functions, including
aggregates and table-generating functions. This fe
ane of the reasons that Hive can function as an ETL

ature is
- tool,

plain various types of joiny in HIVE QL.

Ans, JOIN : There
follows:

. JOIN

. LEFT OUTER JOIN
RIGHT QUTER JOIN
FULL OUTER JOIN

JOIN clause is used to combine and retrieve the
reconds from multiple tables. JOIN is same as OUTER JOIN
in SQL. A JOIN condition is to be raised using the primary
kevs and foreign keys of the tables.

are different types of joins given as

0 (zero) records in the left table, the JOIN still re
in the result, but with NULL in each column from the left

LEFT OUTER JOIN : The HiveQL LEFT QUTER JOIN
returns all the rows from the left table, even if there are no
matches in the right table. This means. if the ON clause
matches 0 (zero) records in the right table, the JOIN still
returns a row in the result, but with NULL in cach column
from the right table. A LEFT JOIN returns all the values
trom the left table, plus the matched values rom the right
table, or NULL in case of no matching JOIN predicate

The following query demonstrates LEFT OUTER
JOIN between CUSTOMER and ORDER tables:

hive> SELECT c.ID, ¢ NAME, 0. AMOUNT, 0.DATE
FROM CUSTOMERS ¢ LI

OUTER JOIN
0.CUSTOMER 1D);

ORDERS o ON (c.ID

On successful execution of the query, y

ou get to see
the following response:

fmeememmmnan g

| 10 | NAME

"

RIGHT OUTER JOIN : The HiveQL RIGHT OUTER
JOIN returns all the rows from the right table, even if there
are no matches in the left table. If the ON clause matches

turns a row

table.

The following query executes JOIN on the
ISTOMER and ORDER tables and retrieves the records:

hive> SELECT ¢.1D, e.NAME, ¢.AGE, 0. AMOUNT

ORDERS o ON (c.ID = 0.CUSTOMER_ID); ]

A RIGHT JOIN returns all the values from the right
able, plus the matched values from the left table, or NULIL
n case of no matching join predicate.

The following query demonstrates RIGHT OUTER
OIN between the CUSTOMER and ORDER tables.

On successful execution of the query, you get to see

hive> SELECT c.ID, c. NAME, 0., AMOUNT, 0.DATE
FROM CUSTOMERS ¢ RIGHT
OUTER JOIN ORDERS o0 ON (c.ID =
0.CUSTOMER _ID);

On successful execution of the query, you get to see
the following respc 1se:

e T S eiviuan ot _mm--.......!.-...-i_
i10 (wwe | woowr o
i i " 3000 1?8
kaushik 3000 2009-1
} | bahic | 5o | zoos-10-08
an
m M__n:w.: 2060 2008-05-20

ammmmmjesscsecesssgpesccscc-pessanssmnnenoos

FULL OUTER JOIN .

The HiveQL FULL OUTER JOIN combines the
records of both the left and the right outer .E_u_o.m that ?_M_
the JOIN condition. The joined table nn:EEm either all M, e
records from both the tables, or fills in NULL values for

missing matches on either side.

The following query demonstrates FULL OUTER
JOIN between CUSTOMER and ORDER tables:

hive> SELECT ¢.ID, c. NAME, 0.AMOUNT, 0.DATE
FROM CUSTOMERS ¢ FULL

OUTER JOIN ORDERS o ON (c.ID =
0.CUSTOMER_1D);

On successful execution of the query, you get to see
the following response:

§emmemegemcmmccccsgesrssssopeancascssas s cna ot
——— - e e o
re ———p - -
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Part-C

Q.16 Explain the working of HIVE with neat sketch.

Ans. The following diagram depicts the workflow between
Hive and Hadoop

Fig.

The followings define how |
framework:

1. Execute Query : The
Command Line or Web Ul
database driver such as JDB
Get Plan : The driver takes
that parses the query to cf
plan or the requirement of

~

3. Get Metadata : The comp
to Metastore (any databas

4. Send Metadata : Metas
response to the compiler.

5. Send Plan : The compil
and resends the plan to t
parsing and compiling of 8

6. Execute Plan : The drive
the execution engine.

. Execute Job : Internally
job is a MapReduce job.
the job to JobTracker, wk
assigns this job to TaskTra
Here, the query executes
» Metadata Ops : Me

execution engine can ¢
with Metastore.

~

8. Fetch Result : The exe
results from Data nodes.

9, Send Results 10 the Dri
sends those resultant vak

10. Send Results to Hive 1
the results to Hive Interd




Y. You get to see

..-..9.---.--..--.-'
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FULL OUTER JOIN combines the
deft and the right outer tables that fulfi!
The joined table contains cither al| the Comman ¢ eb Ul sends query to Dri
the uhl, or fills in N1 LL values for latabase v € chas JDBC._( 'DBC. etc ) toe
. Get Plan Irive €s the help of query e
Query demonstrates FULL OUTER tha heck the syntax and
ER and ORDER tables o

elD, c NAME, 0. AMOUNT, 0. DATI Get Metadata ¢ compiler sends metadata
S ¢ FULL o M

JOIN ORDERS o ON (c.ID Send Metadata : Metastore sends meta
exscution of the query, you get 1o see S. Send Plan

Execute Query : The Hive interface sui

mpiler checks the requind
and resends the plan to the driver. Up to hell

o o parsing and compiling of a query is complete.
AT | DATE

T . Execute Plan : The driver sends the execute pi

-20 00:00:00 the execution engine ,
:;:,: 7. Execute Job : Internally, the process of ex
00:00:00 Job is a MapReduce job. The execution engine

the job to JobTracker, which is in Name nod

o assigns this Job to Task Tracker, which is in [

Here, the query executes MapReduce job.

neesees g * Metadata Ops : Meanwhile in execut 0
execution engine can execute metadata o
with Metastore.

Fetch Result : The execution engine
results from Data nodes.
Send Results to the Driver : The
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technology tha The theme for structured data analysis i3
structured data. a tabular manner, and pass queries 1o analyze
store the dn,::::s a‘dcf““" database named defaylg,
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Create Database Statement

Create Database 1s a statement used to create g
s ::abase in Hive. A database in Hive is a namespace
oracollection of tables. The syntax for this statement
N AN E - 3
is as follows: CREATE DATABASE|SCHEMA [IF
!iOT EXISTS] <database name>
Here, IF NOT EXISTS is an optional clause, which
. = i I
notifies the user that a database with the .sumlc n:n;ef
already exists. We can use SCH[:MA in P n::rvis
DATAbASE in this command. The lollow\:;qt )
cecuted 1o create a database named userdb: ”
exec o - NOT EXISTS]
hive > CREATE DATABASE [IF
userdb,
or
hive > CREATE SCHEMA uscrdb.. d_urlh“scgisl
*  The following query is used to verify a &
hive> SHOW DATABASES:
default
userdb
Drop Database Statement

3
les
» tab
the
s all
Drop Database is a statement that drop

e llows:
deletes the database. Its syntax is as foDROP
DROP DATABASE 51a§crrl';“‘_f;]

(DATABASE|SCHEMA) (IF EX

.cADEF
1 | CASC
QTRICT | €
database_name |REST R“/

The following queries are used to

Let us assume that the database name is userdb,

hive> DROP DATABASE [F EXISTS userdb;

The following query dro
CASCADE. It means dropping r
dropping the database,

hive> DROP DATABASE IF EX

Ps the dat
€spective

drop a databage,

abase using
ableg before

If yoy add
the Statement ¢

On succegsf;

. ul creay;
g ISTS userdb toi!owingmspo"se_ ion of
CASCADE; "
OK
The following query drops the datahag i
€ usin . i

SCHEMA. g Time taken; 5,995 seconds

hive> DROP SCHEM A userdb; " hive> ;

. . oad Daty Statement

Create Table Statement n

Create Table is g slatement useq to Create a table jp General]y, Rl creating a tah
Hive. The syntax and ex

ample are as follows;

Syntax

CREATE [TEMPORARY

] [l:ZX'I'F.RNAL] TABLE [IFNOT
EXISTS) [db_name.) ¢

able_name

(col_name data_type [COMMENT col
[COMMENT table_comment]

[ROW FORM AT row
Example

—Comment], ...))

_format] [STORED ag file_format]

LCI us
Mployee ygip,
lable

assume you need to cre
. & CREATE TABLE staten
lists the fields

ate a table named
nent. The following
and their data types in employee table:

The following d

data using the Inser Statement, By,
data using the LOAD DATA statem
While inserting data into Hive,
DATA to store bulk records, There

data: one is from local file Systemand
file system

While inserting data into Hive, it
DATA to store bulk records There are {
one is from local file System and secon
system

Syntax

The syntax for load data is as fol

LOAD DATA [LOCAL] IN
[OVERWRITE] INTO TABLE tablen
[partcol | =vall, partcol2=val?2 wes))

* LOCAL is identifier to specify t
optional

*  OVERWRITE is optional to overw
table.

ata is a Comment, Row formatted fields

such as Field terminator, Lines terminator, and Stored Fije

type.
COMMENT Employee  details

TERMINATED BYMLINES TERMINATED
BY\WSTORED IN TEXT FILE

The following query creates a tabl

FIELDS

*  PARTITION is optional,

Example

We will insert the following data ini

text file named sample.txt in /home/user di

Techn

Manisha 45000

€ named employee
using the above data.

Masthanvali 40000
1204 | Kiran
hive> CREATE l_ABLl; IF NOT. E).(ISVTS 1205 | Kranthi
cmployee(eid int, name String, salary String, destination

String)




u.no n—-Av_u. a database.
: 1S userdb.

XISTS userdb;
the database using

ective tables before

IF EXISTS userdb

the database using

w

ed to create a table in
follows:

{AL] TABLE [IF NOT
col__comment], ...)]
IRED AS file_format]

create a table named
itement. The following
tes in employee table:

Data Type

int

String
Float
string

:nt, Row formatted fields
ninator, and Stored File

details
MINATED

ILE

i & table named employee

FIELDS

E IF NOT. EXISTS
alary String, destination

If you add the option
the statement in case the tal

IFNOT EXISTS, Hive ignores
ble already exists
On successfu]

n.
% Wi feation of table, yoy 8et 10 see the
OK
Time taken; 5.905 seconds
hive> 3

Load Data Statement

Generally, after creatin i
. s gatablein SQL, we can i
data using the Insert statement. But in Hive w oo

data using the LOAD DATA oot € can insert

While inserting data into Hive. it ;
, itis betterto use LQ
DATA to store bulk records. There Pt
data: one is from local file s
file system

are two ways to Joad
ystem and second is from Hadoop

While inserting data into Hive, it is better to use LOAD
DATA to store bulk records There are two ways to load data:

one is from local file system and second is from Hadoop file
system

Syntax
The syntax for load data is as follows:

LOAD DATA [LOCAL] INPATH ‘filepath’
[OVERWRITE] INTO TABLE tablename [PARTITION
[partcol 1=vall, partcol2=val2 ...)]

* LOCAL is identifier to specify the local path. It is
optional '

e OVERWRITE is optional to overwrite the data in the
table.

e  PARTITION is optional.

Example

We will insert the following data into the table. It is a
text file named sample.txt in /home/user directory.

1201 | Gopal 45000 | Technical manager
1202 | Manisha 45000 | Proof reader

1203 | Masthanvali | 40000 | Technical writer |
1204 | Kiran 40000 | Hr Admin

[ 1205 | Kranthi [ 30000 | Op Admin u

b

Big Data Analytics
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The following query loads the given text into the table

hive> LOAD DATA LOCAL INPATH ‘/home/user/
sample.txt” OVERWRITE INTQ TABLE employee;

On successful download, you get to see the following

response:
OK

Time taken : 15.905 seconds

hive>
Alter Table Statement

It is used to alter a table in Hive.

Syntax

The statement takes any of the following syntaxes based on

what attributes we wish to modify in a table.

ALTER TABLE name RENAME TO new_name
ALTER TABLE name ADD COLUMNS (col_spec|,

col_spec ...])

ALTER TABLE name DROP [COLUMN)] column_name
ALTER TABLE name CHANGE column_name new_name

new_type

ALTER TABLE name REPLACE COLUMNS (col_spec],

col_spec...])

Rename To Statement

The following query renames the table from employee

to emp.

hive> ALTER TABLE employee RENAME TO emp;,

Change Statement

The following table contains the fields of employee
table and it shows the fields to be changed (in bold).

The following queries rename the column name and

Field Convert from | Change field | Convert to |
name data type name data type |
eid int eid int
name String ename wlp.lsm T
salary Float salary — |Double
designation | String designation String

column data type using the above data:

hive> ALTER TABLE employee CHANGE name

ename String;

hive> ALTER TABLE employee

salary Double;

CHANGE salary

{ BDA.87 |

Add Columns Statement

The following query adds a column named dept to the
employee table.

hive> ALTER TABLE employee ADD COLUMNS
(dept STRING COMMENT ‘Department name*);

Replace Statement

The following query deletes all the columns from the
employee table and replaces it with emp and name colunms:

hive> ALTER TABLE employee REPLACE
COLUMNS (eid INT empid Int, ename STRING name
String);

Drop Table Statement

Hive Metastore, it removes the table/column data and
their metadata. [t can be a normal 1able (stored in Metastore)
or an external table (stored in local file system); Hive treats
both in the same manner, irrespective of their types.

The syntax is as follows:

DROP TABLE [IF EXISTS] table_name;

The following query drops a table named employee:
hive> DROP TABLE IF EXISTS employee;

On successful execution of the query, you get to
response:

OK
hive>
The following query is used to verify the list of tables:
Hive> SHOW TABLES;
emp ok
Time taken; 2.1 seconds
hive>
Creating, Dropping and Altering Databases in Apache
Hive is as below —
(1) $ SHIVE_HOME/bin hive —-service cli
(2) hive> set hive.cli.print.current.db = true;
(3) hive (defaulty> USE ourfirstdatabase;
(4) hive (ourfirstdatabase)> ALTER DATABASE

ourfirstdatabase SET DBPROPERTIES

(*creator’=*Bruce Brown’,
‘created for’=‘Learning Hive DDL’);
OK

Time taken: 0. 138 seconds




separated or delimited whenever you insert or load data into
the table.

(E5x5)

(3) hive (ourfirstdatabase)> DESCRIBE DATABASE

EXTENDED ourfirstdatabase;

OK

ourfirstdatabase
fileZhome/biadmin/Hive/warchouse/
ourfirstdatabase.db {created_for=Learning
Hive DDL, creator=Bruce Brown}

Time taken: 0.084 seconds, Fetched: 1 row(s)CREATE

{DATABASE|SCHEMA) [IF NOT EXISTS]
database_name

(6) hive (ourfirstdatabase)> DROP DATABASE
ourfirstdatabase CASCADE;
OK
Time taken: 0.132 seconds

In Line 4 of above instructions, we're now altering the
database which have already created with the name
ourfirstdatabase to include two new metadata items: creator
and created_for. These two can be quite useful for
documentation purposes and coordination within your working
group. The command in Line § is used to view the metadata.
With the help of command in Line 6 we're dropping the entire
database — removing it from the server. We can use the
DROP TABLE command to delete individual tables.

Creating and managing tables with Hive

Apache Hive lets you define the record format separately
from the file format. Hive tables default to the configuration
in below Listing unless you override the default settings.

CREATE TABLE

ROW FORMAT DELIMITED
FIELDS TERMINATED BY “001°
COLLECTION ITEMS TERMINATED BY \002’
MAP KEYS TERMINATED BY 003’
LINES TERMINATED BY "\’
STORED AS TEXTFILE
The following listing specifies on how fields will be

() Hive> CREATE TABLE data_types_table(

{B.Tech. (VIIl Sem.) C.5. Solved Papers)
(33) > ROW FORMAT DELIMITED

(34) > FIELDS TERMINATED BY ‘A’

(35) > COLLECTION ITEMS TERMINATED BY i
(36) > MAP KEYS TERMINATED 8Y A’

(37) > LINES TERMINATED BY ‘W’

(38) > STORED AS TEXTFILE

(39) > TBLPROPERTIES (‘creator*="Bruce Brown’,
‘created_at*="Sat Sep 2120:46:32 EDT 2013");

In the above listing Lines 33-37 define the Hive row
format for our data_types_table. Line 38 defines the Hive
file format —a text file — when the data is stored in the HDFS.

So far, we have been using the default TEXTFILE
format for your Hive table records. However, as you know,
text files are slower to process, and they consume a lot of
disk space unless you compress them. For these reasons and
more, the Apache Hive community came up with several
choices for storing our tables on the HDFS.

File Formats of Hive

The following list describes the file formats you can
choose from as of Hive version 0.1 |.

TEXTFILE: The default file format for Hive records.

Alphanumeric characters from the Unicode standard are used
to store your data.

SEQUENCEFILE: Th¢ format for binary files composed
of key/value pairs. Sequence files, which are used heavily by
Hadoop, are often good choices for Hive 1able storage,
especially if you want to integrate Hive with other technologies
in the Hadoop ecosystem.

RCFILE: RCFILE stands for record columnar file. Stores
records in a column-oriented fashion rather than a row-
oriented fashion - like the TEXTFILE format approach
ORC: ORC stands for optimiged row columnar. A format
(new as of Hive 0.11) that has significant optimizations to
improve Hive reads and writes and the processing of tables.
For example, ORC files include optimizations for Hive
complex types and new types such as DECIMAL. Also
lightweight indexes arc included with ORC files 1o improve
performance.

INPUTFORMAT, OUTPUTFORMAT: INPUTFORMAT
will read data from the Hive table, OUTPUTFORMAT does
the same thing for writing data to the Hive table. To see the
default settings for the table, simply execute s DESCRIBE

Big Data Analytics Il see
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Fig. : How Hive Reads and Writes Records
When Hive is reading data from the HDFS (or local
er formats the data into a record
data types. It is used at the time of
:nt. When Hive is writing data, a

file system), a Java Deser
that maps to table colur
HiveQL SELECT stat
Java Serializer accepts the record Hive uses and translates it
such that the OUTPUTFORMAT class can write it to the
HDFS (or local file system). It is used at the time of HiveQL
CREATE-TABLE-AS-SELECT statement. So the
INPUTFORMAT, OUTPUTFORMAT and SerDe objects
allow Hive to separate the table reccerd format from the table
format.

a

Hive bundles a number of SerDes tor us. We can also
develop your own SerDes if you have a more unusual data
type that you want to manage with a Hive table. Some of
those are specitied as below
LazySimpleSerDe: The default SerDe that's used with the
TEXTFILE format;

ColumnarSerDe: Used with the RCFILE format,

RegexSerbe: Re

aSerDe can form a powerful approach
for building structured data in Hive tables from unstructured
blogs, semis-structured log files, e-mails, tweets, and other

data | media. Regular expressions allow us to
extract meaningtul information,

|.|..l"7}
HBaseSerDe: Included with Hive to enapje _:WE
with HBase. ot

JSONSerDe: A third-party SerDe for

tading
JSON data records with Hive. ” 533_

AvroSerDe: Included with Hive so that you

. 5 cdn tad 4
write Avro data in Hive tables. L

The following example shows us al| of the
we’ve been discussing in this section.
CREATE [EXTERNAL] TABLE [IF NOT mx_m_.z

[db_name.]Jtable_name

Oftngy

... (Skipping some lines for brevity)
(ROW FORMAT row_format] [STORED AS file._forag)
| STORED BY ‘storage.handler.class.name’ |Wipy
SERDEPROPERTIES (...)] ]
.. (Skipping some lines for brevity)
row_format

DELIMITED [FIELDS TERMINATED BY ciw
[ESCAPED BY
char]] {COLLECTION ITEMS TERMINATED BY chaf

[MAP KEYS TERMINATED BY char]
TERMINATED BY-char] [NULL DEFINED AS char]

| SERDE serde_name [WITH SERDEPROPERTIES

(property_name=property_value, property_

name=property_value, ...)]
file_format:
SEQUENCEFILE | TEXTFILE | RCFIL

INPUTFORMAT input_format_classname
OUTPUTFORMAT

output_format_classname

E|ORC

Tying it all together with an example

s : is sectiolt
We want to tie things together in :E. < e
e revisit dats_!

examples. In this first example, W o
from Listing, Here we leverage the Dmmn.__p___._n;
data_types_table HiveQL command 10 _a ¥
does with our CREATE TABLE statem®
hive> DESCRIBE EXTENDED data_type
OK

our_tinyint tinyint 1 byte

wifh "
¥

5 table;

signed integer

our_smallint smallint 2 byte \




(#5Aw0)—

(Origin=JFK* AND Dest='ORD")
hivex SELEC

I'* FROM myFlightinfo2004;
OK

2008 [7 Jow0 | _._.3; :cm.ﬁ_w..
| 2008 7 |705 [Rao | B
12008 |7 [6as [ 1914

2008 |7 ['3as [isia ORD
2008 [7 708 _.,mmgr B ORD
2008 [7 [757 [o20 | ORD
12008 (7 [o28 | 1057 ORD
2008 [7 1358 [ 1532 ORD
2008 [7 [1646 | 1846 | ORD
2008 |7 [2129 | 2341 ORD

Time taken: 0.186 seconds, Fetched: 10 row(s)

Listing: An Example of Using CREATE TABLE .
AS SELECT

In Step A, we build two smaller tables derived from
the Flightinfo2007 and FlightInfo2008 by selecting a subset
of fields from the larger tables for a particular day (in this
case, July 3), where the origin of the flight is New York's
JFK airport (JFK) and the destination is Chicago’s O'Hare
airport (ORD). Then in Step B we simply dump the contents
of these small tables so that you can view the data

ﬁ plain querying and analyzing the data.

Ans. Joining tables with Hive : Well, remember that the
underlying operating system for Hive is (surprise!) Apache
Hadoop: MapReduce is the engine for joining tables, and the
Hadoop File System (HDFS) is the underlying storage. Disk
and network access is a lot slower than memory access, so
minimize HDFS reads and writes as much as possible. Hive
table reads and writes via HDFS usually involve very large
blocks of data, the more data you can manage altogether in
one table, the better the overall performance
Now we show you a Hive join example using our flight
data tables. The above Listing shows you how to creale and
display a myflightinfo2007 table and a myflightinfo2008 1able
from the larger Flightinfo2007 and Flightinfo2008 tables. The
plan all along was to use the CT AS created myflightinfo2007
and myllightinfo2008 tables to illustrate how you can perform
Joins in Hive. The plan all along was to use the CTAS created

|‘\||=’.._..nn‘-. VIl Sem.) C.8. Solved Papers

myllightinfo2007 a
yYou can perform joing in
aninner join witl
tubles using the S¢

AT S

o e @ e e e
| (..b st | e | Awemy g,

:wﬁ

U
S

Flg. 1 : The Hive inner Join
Hive supports equi-joins, a specific type of join that
only uses equality compariso ]
comparators such as Less |
restriction is only because
MapReduce engine. Also, you
clause.

flights are the same from JFK (New York) 1o (
inJuly of 2007 and July of 2008

Hive Join Examples

Inner Join Full Out
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Fig. 2 : Hive inner join, full outer join, and left outer join

Improving your Hive queries with indexes -
an index is common practice with relational databases when

%

(Wi Data Analytics)——
we want 1o speed access 1o a column or set of columns in
your dalabase. Without an index, the database system has to
read all rows in the table to find the data we have selected
Indexes become even more essential when the tables grow
extremely large. Hive supports index creation on tables. In
below Listing, we list the steps necessary to index the
Flightinfo2008 wble.
(A) CREATE INDEX
flightinfo2008

(Origin) AS 'COMPACT" WITH DEFERRED
REBUILD;

(B) ALTER INDEX f08 INDEX ON flightinfo2008
REBUILD:

f08 index ON TABLE

(C) hive (flightdata)> SHOW INDEXES ON
Flightinfo2008;
OK

fO8index f1ightinfo2008 origin
flightdata__f1ightinfo2008_f08index__ compact
Time taken: 0.079 seconds, Fetched: | row(s)
(D)  hive (flightdata)> DESCRIBE
flightdata__ flightinfo2008_fOBindex _
OK
origin string None
bucketname string
_offsets array<bigint>
Time taken: 0.112 seconds, Fetched: 3 row(s)

(E) hive(flightdatay> SELECT Origin, COUNT(!) FROM
flightinfo2008 WHERE Origin = ‘SYR' GROUP BY
Origin;

SYR 12032
Time taken: 17.34 seconds, Fetched: | row(s)

(F)  hive (flightdatay> SELECT Origin, SIZE(_offsets")
FROM flightdata__flightinfo2008 f8index
WHERE origin = ‘SYR’

SYR 12032
lime taken: 8 347 seconds, Fetched: | row(s)

(G)  hive (N ightdata)> DESCRIBE
flightdata_ flightinfol008 8index .

OK
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origin string None

_bucketname string

_offsets array<bigint>

Time taken: 0.12 seconds, Fetched: 3 row(s)

Listing : Creating an Index on the Flightinfo2008
Table

Step (A) creates the index using the ‘COMPACT index
handler on the Origin column. Hive also offers a bitmap index
handler as of the 0.8 release, which is intended for creating
indexes on columns with a few unique values. The keywords
WITH DEFERRED REBUILD instruets Hive to first create
an empty index; Step (B) is where we actually build the index
with the ALTER INDEX REBUILD command. Deferred
index builds can be very useful in workflows where one
process creates the tables and indexes. another loads the
data and builds the indexes and a final process performs data
analysis. Hive doesn’t provide automatic index maintenance,
s0 you need to rebuild the index if you overwrite or append
data to the table. Also, Hive indexes support table partitions,
50 a rebuild can be limited to a partition. Step (C) illustrates
how we can list or show the indexes created against a
particular table. Step (D) illustrates an important point
regarding
Hive Indexes : Hive indexes are implemented as tables.
This is why we need to first create the index table and then
build it 10 populate the table. Therefore, we can use indexes
in at least two ways

¢ Count on the system 10 automatically use indexes that
YOu Create

*  Rewrite some queries to leverage the new index table

In Step (E) we write a query that seeks to determine
how many flights left the Syracuse airpont during 2008.

To get this information, we leverage the COUNT
aggregate function. In Step (F), you leverage the new index
table and use the SIZE function instead.

Windowing in HiveQL : The concept of windowing,
introduced in the SQL.2003 standard, allows the SQL
programmer to create a frame from the data against which
aggregate and other window functions can operate. HiveQL
nOW supports windowing per the SQL standard. One question
we had when we first discovered this data set was, “What
exactly is the average flight delay per day?” So we created a
query in below Listing that produces the average departure
delay per day in 2008
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(A) hive (flightdata)> CREATE VIEW avgdepdelay AS
> SELECT DayOfWeek, AVG(DepDelay) FROM
F1ightinfo2008 GROUP BY DayOfWeek:

OK
Time taken: 0.121 seconds
(B) hive (flightdata)> SELECT * FROM avgdepdelay;

OK

10.269990244459473

8.97689712068735

8.289761053658728

9.772897177836702

12.158036387869656

8.645680904903614

11.568973392595312
Time taken: 18.6 seconds, Fetched: 7 row(s)

Listing : Finding the Average Departure Delay per
Day in 2008
As shown in step(A) of above Listing Hive’s Data
Definition Language (DDL) also includes the CREATE VIEW
statement, which can be quite useful. In Hive, views allow a

query to be saved but data is not stored as with the Create
Table as Select (CTAS) statement.

Suppose if you want to know “What is the first flight
between Airport X and Y?” Suppose that in addition to this
information, you want to know about subsequent flights. just

in case you’re not a “morning person.” Write the query as
below,

(A) hive (flightdata)> SELECT f08.M onth,
f08.DayOfMonth ‘

cr.description, f08.0rigin, f08.Dest,
f08.FlightNum, f08.DepTime, MIN(f08.DepTime)

OVER (PARTITION BY f08.DayOfMonth ORDER
BY 08.DepTime)

FROM flightinfo2008 f08 JOIN Carriers cr ON
f08.UniqueCarrier = cr.code

WHERE f08.origin = ‘JFK' AND f08.Dest = ‘ORD’
AND

NAwaw N~

f08.Month = 1 AND f08.DepTime != 0

OK . T
JFK | ORD [ 903 | 641 | 641

1| 1] JetBlue

__(B.Tech, (VIll Sem.) C.8. Solved Papers)
\

Airways

1] 1| American JFK | ORD | 1323 | 833 | 641
Airlines Inc.

1] 1] JetBlue JFK | ORD | 907 | 929 | 641

Airways

1111 | ComairInc. JFK | ORD | 5083 | 945 | 641

{ |1 | Comair Inc. JFK | ORD | 5634 | 1215 | 641

1] 1] JetBlue JFK | ORD | 915 | 1352 | 641
Airways

1|1 | American JFK | ORD | 1323 | 833 | 641
Airlines Inc.

1] 1] JetBlue JFK | ORD [ 907 | 929 | 641
Airways

1| 1| Comair Inc. JFK | ORD | 5083 | 945 | 641

1|11 | Comair Inc. JFK | ORD | 5634 | 1215 | 641

111 JetBlue JFK | ORD | 915 | 1352 | 641
Airways

1|1 | American JFK | ORD | 1815 | 1610 | 641
Airlines Inc.

1{1] JetBlue JFK | ORD | 917 | 1735 | 641
Airways

'] ! | Comairinc. | JFK | ORD | 5469 | 1749 | 641 |

111 | Comair Inc. JFK | ORD | 5492 2000 | 641

—

1| 1] JetBlue JFK | ORD | 919 | 2102 641
Airways

I [ 1] JetBlue JFK [ ORD | 919 | 48 48j1
Airways

L

Listing : Using Aggregate Wi

ndow Functions on the
Flight Data

In Step (A), we’ve replaced the GROUP BY clause
with the OVER clause where we specify the PARTITION
or window over which we want the M[N aggregate function
to operate. We’ve also included the ORDER BY clause so
that we can see those subsequent flights afier the first one.
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